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Abstract. The dissemination of open-source text-to-image generative
models and the increasing quality of their output has led to a growth in
interest in the field. The quality of the images greatly depends on the
prompt used, i.e. a phrase that includes descriptive terms to be used as
input on text-to-image model. However, choosing the right prompt is a
complex task, often relying on a trial-and-error approach. In this paper,
we introduce an evolutionary approach to prompt generation where users
begin by creating a blueprint for what might be a candidate prompt
and then initiate an evolutionary process to interactively explore the
space of prompts encoded by the initial blueprint and according to their
preferences. Our work is a step towards a more dynamic and interactive
way to generate prompts that lead to a wide variety of visual outputs,
with which users can easily obtain prompts that match their goals.

Keywords: Image Generation · Text-to-Image · Stable Diffusion ·
Interactive Evolutionary Computation

1 Introduction

In the past two years, we have witnessed a growing interest in text-to-image Arti-
ficial Intelligence (ai) systems caused by an increase in their performance and
output quality. This wave of development can be linked to the appearance of mul-
timodal models, such as Contrastive Language-Image Pre-Training (clip) [14].
Clip is a contrastive language-visual model, trained on a dataset of 400 million
text-image pairs collected from the internet. It results in the compression of two
models at once (language and visual), establishing a connection between the
two and allowing the estimation of semantic similarity between an image and a
given text. While prior image generators were greatly limited to the classes of
the datasets used in their training process (e.g. ms-coco [7]), the introduction
of these language-visual models enabled a larger scale text-to-image generation
with few restrictions on what can be produced.

One of the first text-to-image generation models to use contrastive models is
dall-e [15]. However, the lack of public access triggered the interest in open-
source alternative approaches, leading to the development of multiple openly
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Fig. 1. Snapshot of a population of prompts evolved using the presented system. The
images in each column are generated from different seeds using the same prompt, which
is shown at the bottom.

available systems that also use clip for guiding image generation (e.g. Vec-
tor Quantized Generative Adversarial Network (vqgan)-clip) [1], Stable Diffu-
sion [17], etc.). These text-conditioned generative systems produce images from
text inputs that are referred to as prompts. The choice of the words used in
the prompt is key for producing images that match individual preferences and
goals – adding specific keywords to the prompt can greatly improve results as
reported by independent users (e.g. “unreal engine” improves images generated
with vqgan and clip1) and prior research studies [9,13]. However, the task
of constructing effective prompts, known in the field of Natural Language Pro-
cessing (nlp) as prompt engineering [16], has an open-ended nature and often
consists of a highly experimental and iterative process [9]. This trial-and-error
process often involves the use of prompt parts without a clear understanding of
their impact on the results, leaving users with a sense of randomness [19].

The importance of prompts for producing high-quality images, both in terms
of aesthetics and alignment with user goals, is reflected in the number of resources
related to prompt engineering under development. One example that shows the
value of prompt engineering expertise is the platform PromptBase,2 which cen-
tres its business model on the monetisation of prompts, allowing users to buy
and sell prompts for different generative models.

On the other hand, the growing accessibility of text-to-image generation
models led to the emergence of communities, whose members (from artists to
researchers) are devoted to the open-source development of these systems and to
the creation and sharing of resources, such as guides (e.g. A Traveler’s Guide to
the Latent Space [18]). Researchers have focused on the development of compu-
tational approaches for the generation of prompts [13] and addressed the iden-
tification of design guidelines to write effective prompts [9,12].

In this paper, we aim to contribute to the set of resources that facilitate the
creation of prompts. We propose a method where users (i) design a meta prompt

1 https://twitter.com/arankomatsuzaki/status/1399471244760649729 accessed 2023.
2 https://promptbase.com/ accessed 2023.
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that encodes a space of different alternative prompts and then (ii) interactively
evolve a population of prompts (see Fig. 1) that explores multiple points of this
space according to their preferences. Our goal with the proposed method is to
offer a more dynamic and interactive way to find and tune prompts with which
users can obtain images that match their preferences.

Overall, the experimental results indicate the ability of the proposed method
to evolve prompts that result in images that meet preferences expressed interac-
tively by the user. Furthermore, we can generate a wide variety of visual outputs
and also converge to prompts whose images share visual characteristics, namely
their content and style.

The remainder of this paper is organised as follows: Sect. 2 summarises related
work on prompt engineering, tools for prompt construction and prompt genera-
tion; Sect. 3 explains the proposed system; Sect. 4 describes the experimentation
conducted to explore and analyse the possibilities created with the presented
system and presents the obtained results; finally, Sect. 5 presents conclusions
and directions for future work.

2 Related Work

Our work aims to facilitate the production of prompts with which users can
obtain images that match their preferences. We present related work divided into
three sections: prompt engineering, tools for prompt construction and generation.

2.1 Prompt Engineering

Prompt Engineering can be understood as the task of composing a textual
instruction or description with the goal of obtaining a specific result from a
language-based model [8]. Although the most recent interest in prompt engi-
neering is related to text-to-image systems, the term has originated in relation
to text-to-text systems [9] and researchers have investigated ways of formulating
prompts for specific tasks (e.g. summarisation [8]).3

Regarding text-to-image systems, a prompt usually consists of a description
of the image(s) that the user wishes to produce. Several authors have identi-
fied and studied different ways of structuring prompts (prompt templates), such
as [Subject] in the style of [Style] [9], [Medium] [Subject] [Artist(s)]
[Details] [Image repository support] [12] or [Subject], by [Artist] (and
[Artist]), [Modifier(s)],... [18]. As observed in these templates, prompts
can be divided into parts that can be ontologically categorised, from which the
most important is considered to be the subject [9]. Other prompt parts are often
referred to as modifiers and consist of words or phrases that are added to the
prompt to alter the style or improve the quality of the results [11].

The discovery of new modifiers usually occurs in trial-and-error approaches
and good results may lead to the widespread of modifiers in the community
(e.g. “greg rutkowski” [6]). The identification of these modifiers has been a key

3 See examples in https://beta.openai.com/examples accessed 2023.

https://beta.openai.com/examples
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task in the field, resulting in the development of multiple prompt guides by com-
munity members (e.g. the Stable Diffusion Prompt Book4) and modifier lists.5

Researchers have also devoted their attention to studying aspects of prompt
engineering. Oppenlaender [12] describes an ethnographic study with online com-
munities that resulted in the proposal of a prompt modifier taxonomy with six
different types: subject terms, image prompts, style modifiers, quality boosters,
repetitions, and magic terms. Liu and Chilton [9] conducted a study using nine
configurations of the [Subject][Style] template and propose a set of guidelines
for prompt engineering – e.g. focus on subject and style instead of connecting
words and generate between 3 to 9 seeds to get a representative set.

Some aspects of prompt engineering, e.g. weight assignment and repetition,
despite being mentioned by multiple authors, have not yet been thoroughly stud-
ied in terms of their impact on results.

2.2 Tools for Prompt Construction

Given the difficulty of producing good-quality prompts, a number of tools have
been implemented to aid in prompt engineering. An example is Prompt Builder,6
which is described as a user-friendly tool that provides aid in constructing
prompts and generating images. The user starts by selecting a model (e.g. Stable
Diffusion) and then is presented with an interface for prompt building with mul-
tiple sections: (i) add an image prompt, (ii) add prompt parts, (iii) select a base
image, (iv) add details and (v) mimic an art style or artist. Regarding prompt
parts, the user is presented with an input field where a subject can be introduced
but they also have the option to add more fields for extra prompt parts. Each
field can be assigned a weight. The details section allows the user to select from
different categories (e.g. “Art Medium”) and sub-categories (e.g. “Drawing”).

A common method used for producing prompts involves getting inspira-
tion from prompts of already generated images, to identify keywords that may
improve the prompts being created. There are multiple online platforms that
allow users to explore generated images, for example, Krea.ai, Lexica.art and
OpenArt.ai. In addition to these platforms, there are freely accessible datasets
of prompts and generated images that can be used to investigate prompt engi-
neering. An example is Open Prompts (used to build krea.ai), whose authors
invite further research with it as an alternative to retrain models for quality
improvement.7 Another example is the work developed by Wang et al. [19], who
present an open-source large-scale text-to-image prompt dataset (diffusiondb),
containing 2 million images generated by Stable Diffusion. The authors suggest
multiple applications for their dataset, including prompt autocomplete (i.e. key-
word suggestion) and prompt auto-replace (i.e. exchanging prompt keywords
for more effective ones). These functions can be considered as part of what we
address in the following section: prompt generation.
4 https://openart.ai/promptbook accessed 2023.
5 https://proximacentaurib.notion.site/2b07d3195d5948c6a7e5836f9d535592 ac. 2023.
6 https://promptomania.com/stable-diffusion-prompt-builder/ accessed 2023.
7 https://github.com/krea-ai/open-prompts accessed 2023.

https://openart.ai/promptbook
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https://promptomania.com/stable-diffusion-prompt-builder/
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2.3 Prompt Generation

Several approaches have been explored for prompt generation. Although a great
part of the work has been done within the context of text generation [8] and
does not have the visual domain as a target [9], text generators can be useful
for purposes of text-to-image generation. On the one hand, text generators can
be used as sources of inspiration, aiding users in the production of prompts.
This still holds even if they are not specifically developed for prompt genera-
tion (e.g. drawingprompt.com). On the other hand, text generation can be used
specifically for the task of producing prompts for text-to-image generation, both
directly and indirectly. An example of the latter is the work by Ge and Parikh [5].
The authors [5] implement a pipeline to generate prompts by using a Bidirec-
tional Encoder Representations from Transformers (bert) language model to
predict masked words in templates (e.g. the moon is like a [MASK]), which
are then used to establish an analogical relation between different concepts and
produce a prompt. The prompt is used to produce visual conceptual blends [3]
with BigSleep and DeepDaze. Regarding direct prompt production, an example
is the Stable Diffusion Prompt Generator,8 which is a gpt-2 model (Generative
Pre-trained Transformer) that generates prompts from text input, trained with
data retrieved from Lexica.art Stable Diffusion image repository.

Text generation can also be integrated as part of a bigger system. An example
is the work by Liu et al. [10], who propose a system that brings together dall-e,
gpt-3 and clip within a computer-aided design software. The system uses 3d
keywords sampled from a set of high-frequency words, styles and design parts
generated with gpt-3 and keywords given by the user to produce text prompts,
which are then used in dall-e to obtain 3d designs.

Other approaches focus on prompt optimisation, for example by using nature-
inspired algorithms. Pavlichenko and Ustalov [13] follow a human-in-the-loop
approach and use a Genetic Algorithm (ga) to find the keyword set that pro-
duces the most aesthetically appealing images with Stable Diffusion, from a list
of 100 keywords. They use 60 different image descriptions to produce prompts
with the following template: [keyword,...] [description] [keyword,...].
They report that their keyword sets produce better results than the most pop-
ular keywords used by the community. A different approach is used in the sys-
tem EvoGen9, which combines an evolutionary algorithm, Stable Diffusion and
an aesthetics model. An initial prompt population is randomly produced and
evolved using the highest-rated prompts based on the aesthetic quality of the
images generated with them. To produce prompts, they sample from different
lists, e.g. artists and genres keywords, an English dictionary, among others.

Although our work aligns with some of the described work, e.g. by using
nature-inspired computation, our approach differs from the ones described. Our
goal is to facilitate the task of finding appropriate prompts for a given user.
Instead of using metrics of aesthetics, we explore an interactive approach in
which users can evolve prompts according to their preferences.
8 https://huggingface.co/Gustavosta/MagicPrompt-Stable-Diffusion accessed 2023.
9 https://github.com/MagnusPetersen/EvoGen-Prompt-Evolution accessed 2023.

https://huggingface.co/Gustavosta/MagicPrompt-Stable-Diffusion
https://github.com/MagnusPetersen/EvoGen-Prompt-Evolution
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3 Approach

The generation of images using a text-to-image generative model usually begins
with the writing of a prompt that is then passed to the model to create images.
Although there are several resources with numerous examples of tested prompts
that anyone can modify and use, we believe that the process of finding and tuning
prompts can be more dynamic and interactive. First, instead of dealing with
prompts individually, which requires the selection and sequencing of individual
terms and then the testing of each possibility by passing it to the model to
generate images, we suggest a method where the user designs a blueprint for
what might be a candidate prompt. As a result, rather than writing a specific
prompt, the user writes a meta prompt which encodes a space of prompts. This
allows variation using a set of terms given directly as input as well as terms
automatically obtained through a method of conceptual extension [2] (i.e. from
an initial term, e.g. “animal”, obtaining others, e.g. “dog”). Second, instead of
having the user manually tune the prompt, we propose an interactive approach
in which an evolutionary system promotes solutions based on user feedback.

The presented method integrates two core modules. The first module takes
as input a special type of prompt, which we call meta prompt, and translates it
into a set of individual prompts. The second module provides an interactive way
to explore and test the prompts produced by the first module. In the following
subsections, we describe these two modules in more detail.

3.1 Creating Meta Prompts to Represent Spaces of Prompts

Our approach is based on a strategy in which the user does not input a specific
prompt but a blueprint that can be used to produce multiple prompts. The cre-
ation of meta prompts is achieved using a syntax made especially for this task. To
inform the design of a functional and flexible syntax, we analysed prompt exam-
ples retrieved from different sources and studied prompt taxonomies by other
authors. Differently from other taxonomies, e.g. [12], we distinguish between
components (e.g. subject) and functions (e.g. repetition). Moreover, we refer
to different options of a given component as terms instead of the commonly
used expression “modifiers”, which we believe is not suitable for all components
(e.g. different subject options are not exactly “modifiers”). The proposed syntax
is based on four main functions that are described in the following paragraphs.

Define Meta Prompt Components —Like in any prompt or sentence, the creation
of a meta prompt requires the definition of a structure or pattern consisting of a
sequence of components, e.g. subject, verb and then object. Each component can
contain one or more words. In our meta prompt syntax, a dynamic component
can be identified by enclosing it inside a less-than sign (<) and a greater-than
sign (>). For example, the meta prompt <person> eating <fruit> explicitly
identifies two dynamic components and a static one (eating), which is directly
printed to the final prompts. This process of identifying the components of the
meta prompt is essential for the next function.
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Enumerate Possible Terms for Each Meta Prompt Component — For each
dynamic component defined in the meta prompt, we can enumerate options
(terms) that can be selected and used to create prompt variations from the ini-
tial meta prompt. For example, the meta prompt <farmer|policeman> eating
<banana|kiwi|orange> encodes two possible terms for the first dynamic com-
ponent and three terms for the second one. By recombining these options, we
can obtain six different prompts. This example illustrates the specification of
different terms made directly in the meta prompt using vertical bars (|) to sepa-
rate them. In addition to this method, we can link the dynamic component to an
external list of terms. This method, which is illustrated in the example presented
at the end of this subsection as lists B, C and D, not only facilitates the input
of larger sets of terms but more importantly enables the dynamic creation and
modification of such sets. For example, we can make use of existing sources or
tools to retrieve related terms and use them as options for a dynamic component
(i.e. conceptual extension [2]).

Combine Terms in a Prompt Component — In addition to specifying the set of
terms that can be used in a given component, we can indicate that multiple terms
can be combined. Specifically, we can set the number or an interval (minimum
and maximum) of terms that should be selected and combined (the default
number is 1). It is also possible to set the text that is used to join multiple
terms (the default join text is a space). For example, the meta prompt god
eating <banana|kiwi|orange:1-2: and > presents a dynamic component that
has four possible terms and specifies the minimum and the maximum number
of terms that can be used (1 and 2, respectively) as well as the text that should
be used to join the selected terms ( and ). This information is indicated inside
the component and is separated by colons (:). There is an extra option related
to the possible repetition of the terms. By default, the system will try not to
repeat the selected terms. However, we can make the system skip this check by
inserting an asterisk (*) after the interval or number of terms.

Repeat Prompt Components — We can specify in the meta prompt the number
of times that a given dynamic component should be repeated in the resulting
prompts. This function will repeat the group of one or more terms selected for
that dynamic component. For example, the meta prompt astronaut riding
a <<yellow|green>4> horse may result in two possible prompts where the
selected colour will be repeated 4 times. This function can be useful to give
more weight to a given prompt component. Repetition and weight assignment
are functions that we identified when analysing existing prompts, although there
is scarce information on how they exactly work and impact the resulting images.
Despite this, we considered that they should be included in our syntax.

With the proposed meta prompt syntax, we are not limited to any type of
predefined grammar or sentence constructions. On the contrary, it is flexible by
allowing the encoding of varied types of prompts, which in turn can spawn a
vast set of alternative prompts.
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To illustrate the functions explained above, we present a simplified example
of a meta prompt below. The first text line is the meta prompt and the second
shows the lists of terms that can be used to fill (replace) specific components of
the meta prompt.

<A1|A2> of <B> with <C:1-2: and >, <D:2-5*:, >
B=[B1,B2] C=[C1,C2,C3,C4] D=[D1,D2,D3,D4,D5,D6]

From the meta prompt above, we can create several different prompts (over half
a million prompts). Some examples of these prompts are presented below.

A1 of B1 with C3 and C2, D3, D4, D2, D3, D2
A2 of B2 with C4 and C2, D4, D2, D2, D2
A1 of B1 with C4 and C3, D3, D5
A2 of B2 with C3, D5, D4
A2 of B2 with C3 and C1, D3, D6, D2
A1 of B2 with C2, D1, D3

3.2 Exploring Spaces of Prompts in an Interactive Fashion

The range of individual prompts that can be generated from a meta prompt can
easily grow and might result in a wide range of imagery. However, this also poses
the challenge of finding the prompts that result in images that please the user. To
facilitate this search process, we use an Interactive Evolutionary Computation
(iec) method, in particular an Interactive Genetic Algorithm (iga), to evolve a
population of prompts and this way interactively explore the space of prompts
created from an input meta prompt.

Each individual in the population represents a prompt. Each prompt is encoded
as a list of lists, where each inner list relates to a component specified in the meta
prompt and stores integers representing indexes of selected terms for that compo-
nent. Using these indexes, and applying the functions that may be specified in the
meta prompt (see Sect. 3.1), we create each individual prompt.

The recombination of evolving prompts is achieved with a crossover operator
which exchanges inner lists corresponding to the same component of the meta
prompt. In the presented version of the approach, we use a two-point crossover
operator. Regarding the mutation of prompts, we use an operator that is capable
of deleting, replacing or/and inserting indexes in the inner lists. Each one of these
procedures can occur independently with preset rates and according to the meta
prompt configuration (e.g. minimum and maximum number of terms; or the
possibility of repeating terms).

The initial population is seeded with random prompts. For each prompt in
the population, a preset number of images is generated and displayed. In this
process, we use fixed random seeds so that the first image of each prompt is
created from a given seed, the second image of each prompt is created from
another seed, and so on. This way, we can re-create any image produced during
the evolutionary process. Furthermore, it facilitates the comparison of images
generated with different evolved prompts.
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The user takes a key role in the evolutionary process by looking at the images
generated with the evolved prompts and selecting the preferred sets (prompts) to
create the next generation, i.e. the fitness of the evolved prompts is determined
by the user selection. The idea is that users can regard the population of prompts
as a dynamic repository of images, and their prompts, and interactively generate
variations of the preferred ones.

3.3 Implementation

One of our initial goals was to make the approach easy to use by anyone, ideally
without the need for complicated technical configurations and installation of
necessary dependencies on the computer for the approach to work. This way,
we created a Google Colaboratory notebook that enables anyone to run the
presented approach, which is implemented in Python, using a web browser. The
source code of the project is publicly available.10

To get our approach running on a Colab notebook, we had to come up with
a way to allow users to visualise the population of prompts being evolved, select
the preferred ones, and ask the system to evolve the next generation of prompts,
all this in a notebook. The result is a graphical interface implemented as a web
page which is dynamically created and embedded in an output cell of the Colab
notebook (see Fig. 1). Once each new generation of prompts is generated, the
population is displayed to the user to select the preferred prompts and continue
to the next generation. For each prompt in the population, we present the prompt
string and a preset number of images generated using that prompt.

4 Experimentation

To assess the validity of the developed approach and its generative potential, we
tested it under different conditions, divided into two experimental scenarios. For
the tests hereon the system is deployed as an iec system, i.e., users guide evolu-
tion by selecting the individuals they like the most. As explained in the previous
section, our system is designed to allow the input of external lists of terms to be
used as options for the meta prompt components. In our experiments, we used
two data sources. First, we produced a dataset of terms by collecting a total of
1,725 “modifiers” from different sources (e.g. lists of stable diffusion modifiers).
Then, we removed the terms for which we had no class information and manually
selected one class for those that had more than one, resulting in a dataset with
a total of 1,237 terms, belonging to 25 different classes (e.g. medium, material,
style, etc.). When we define the prompt component <MEDIUM>, we access the
list of terms from the medium class (if it is given as input). Second, we imple-
mented a method of conceptual extension that automatically retrieves related
terms from the platform relatedwords.org using an initial input.

10 The source code of the presented approach can be found at: https://cdv.dei.uc.pt/
metaprompter.

https://cdv.dei.uc.pt/metaprompter
https://cdv.dei.uc.pt/metaprompter
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4.1 Scenario 1: Study with Users

For a first experimental scenario, we designed and conducted a user study with
the goal of assessing the potential of the approach. We used the platform Drawing
Prompt Generator to generate random prompt-like phrases (e.g. “Naughty dog
stealing a piece of pizza off the table”). From these phrases, we produced three
different meta prompts (a, b and c):

a <MEDIUM> of a <COLOR> <ANIMAL>, exploring a pirate shipwreck
a <MEDIUM> of a <ANIMAL> stealing a piece of <VEGETABLE> off the table
a <ANIMAL> in their <HOUSE> in the style of <STYLE>

For these meta prompts, <MEDIUM>, <COLOR> and <STYLE> use terms from
the produced dataset, while <ANIMAL>, <VEGETABLE> and <HOUSE> use terms
obtained through conceptual extension.

We asked participants with background in graphic design to use the system
to evolve prompts. In each run of the system, a set of three random seeds is
produced – the seeds stay fixed and are used to generate the phenotype of each
individual (composed of three images generated with the same prompt). As such,
the individuals were always based on the same seeds, allowing image compari-
son. In each generation, the participant would identify the individual that they
considered most aesthetically pleasing, select it and produce a new generation.
We established a limit of ten generations. In the end, they would save the best
individual and conduct the following tasks: (t1) identify a style shared by the
three images; (t2) rate the ability of the system to evolve according to their
taste from 1 (very bad) to 5 (very good); (t3) rate the aesthetic quality of the
selected set of images from 1 (very bad) to 5 (very good); (t4) rate how well the
selected set of images represent the corresponding prompt from 1 (very bad) to
5 (very good). The participants were also asked for comments.

For the iga setup, we used the setting of Table 1, with the exception of
population size (set to 6) and tournament size (set to 2).

Results
In total, ten users participated in the study, three with meta prompt a, three
with b and four with c. All participants reached the tenth generation, except for
two (one did an extra generation and one only reached the eighth). Regarding
the tasks, one of the participants did not provide answers.

To assess if the system was able to converge using the interactive feedback of
the users, we calculated the number of different words (!=w) in the prompts of the
individuals in each generation and the standard deviation (σ) of this value among
generations. For all runs, σ <= 1 considering all generations and σ <= 1.24
considering only the first and the last (note that σ < 0.86 in all runs except one).
As such, this shows that prompts had a constant word length and, consequently,
a reduction of !=w throughout the run would indicate a convergence. We observe
a reduction in all runs – in 5 out of the 10 runs !=w reduced to values between
52−54% of the value calculated for the initial population; in the other 5 runs,
this percentage was higher but below 67%. Interestingly, the minimum of !=w
was achieved in one of the last two generations only in six of the runs; in the
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other four, the minimum !=w was reached around generation 4−7, which suggests
that the system converged but then the user preferences changed. This result
is aligned with the comment provided by a participant, who reported having
changed their style goal during the run.

Regarding t1, all participants indicated that they identify a shared style;
some of the participants even identified a specific style, e.g. “crayon-like”. For
t2−t4, we calculated mode (mo), median (x̃), mean (x) and standard devia-
tion (σ), obtaining the following results: t2 (evolution) mo = 2, x̃ = 3, x = 3,
σ = 1; t3 (aesthetics) mo = 4, x̃ = 4, x = 3.88, σ = 0.78; t4 (representation)
mo = 3, x̃ = 3, x = 2.88, σ = 1.166. Regarding t2, the results indicate that the
users do not fully perceive the system adaptation to their preferences. We believe
this result may be related to the setup of the iga for this experience, specifically
a low tournament size (2), which does not foster selection for recombination
and mutation of the individual(s) selected by the user as the best. Regarding
the images produced, these were considered of good aesthetic quality (t3) but of
only medium representation quality (t4), meaning that the images were not con-
sidered good representations of the prompt. This latter value may be related to
the low number of inferences steps (10), which was chosen to reduce the time of
the image generation but consequently has an impact on the connection between
text and image.

4.2 Scenario 2: Variety and Convergence

In a second experimental scenario, the system is used to converge into a visual
style. Thus, we perform a fixed number of generations and aim for convergence,
obtaining a prompt or a set of prompts that produce images in a style that
matches our preferences. We took into consideration the conclusions and user
comments from Scenario 1 in the following experimentation with the system.
The setup used to conduct this experiment can be viewed in Table 1.

Table 1. iga setup parameters.

Parameter Setting

population size 10

elite size 1

tournament size 5

crossover rate 0.7

delete term 0.1

replace term 0.25

Parameter Setting

insert term 0.1

generations 10

image size 512×512

inference steps 20

images per individual 3
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For this experiment, we were inspired by a widely known Openai ’s dall-e
prompt: “a photo of an astronaut riding a horse”. From this prompt, we defined
the following meta prompt and lists:

<M of|SM of|STYLE:0-1> astronaut riding a <COLOR:0-1> <horse|ANIMAL>
<of S:0-1>
STYLE = [‘3D’,...] MEDIUM = [‘cartoon’,...] COLOR = [‘cinna-
mon’,...]
ANIMAL = get related terms(‘animal’)
M of = [‘a {} of an’.format(m) for m in MEDIUM]
of S = [‘in the style of {}’.format(s) for s in STYLE]
SM of = [‘a {} {} of an’.format(s, m) for m in MEDIUM for s in STYLE]

The lists with terms used in the dynamic components of the meta prompt are
composed as follows: MEDIUM contains 121 types of medium (e.g. acrylic paint-
ing, cartoon), ANIMAL contains 6 terms related with animals (e.g.mammal, verte-
brate, fish), COLOR contains 309 different colours described with text (e.g. cmyk,
cinnamon), and STYLE contains 228 different visual styles (e.g. fractal, acrylic
artwork, pixel art). In total, the search space is composed of over 5 million
possible prompts, among which is the initial Openai ’s prompt.

Results
Figure 2 shows the initial population generated with the experimental settings
shown in Table 1. It is possible to observe the diversity of prompts and images
that are generated. As shown in Fig. 2, the dynamic nature of the meta prompt
enables the generation of multiple prompts – all prompts are distinct. We can also
observe that we get different results even with the same prompt when rendered
with different random seeds.

The process is carried out with the interactive evaluation of the generated
prompts and corresponding images. In this experiment, we aimed at convergence
while picking individuals we considered fit. Note that we can select more than

Fig. 2. Prompts created in the initial generation. The images in each column are gen-
erated from different seeds using the same prompt, which is shown at the bottom.
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Fig. 3. Images generated from a population of evolved prompts. Each column of images
is obtained from the same prompt, which is shown at the bottom. Each row of images
is generated from the same random seed.

one individual per generation. After the evolutionary process, we can pick up and
generate more images based on the evolved prompts via the modification of the
random seed of the generator prior to the stable diffusion rendering process. In
Fig. 3, we can see a large sample from the final population of prompts. During the
evolutionary process, the user only sees a preset number of images per prompt.
By observing the produced images at the end of the defined generations, one can
see that images for each individual have the same overall style. Moreover, it is
possible to see that the individuals of the population share visual characteristics,
suggesting convergence. To further assess convergence, we analysed the prompts
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using the metric based on the number of different words (!=w) used in Scenario
1. One difference that we observe is that a direct comparison of !=w value does
not suffice (59 in the first generation and 50 in the last), as there is a higher
variation of prompt length – standard deviation of 2.76 considering all runs and
3.38 considering first and last. As such, we also calculated the percentage of
words that are unique in the population prompts, obtaining 49.5% in the first
generation and 31.4% in the last (more than 2/3 were repeated words), showing
that we ended up with a converged population where the prompts have similar
terms. Moreover, we note that there are still terms of the prompt present in the
final population that were in the initial population. The results further the idea
of guidance and convergence as well as support the validation and utility of the
process of evolving prompts with multiple terms.

In summary, we were able to guide evolution towards a point of convergence
in terms of style despite having different textual outputs. Visuals are distinct
in some cases, but we can see the influence of the <COLOR> and <STYLE>, which
conveys the idea of convergence in this experiment. From the set of images from
Fig. 3 we can notice the impact of the random seeds, leaving a trail of common
artefacts and objects across all prompts from the last generation (namely, in the
1st, 2nd, 3rd, 6th, 8th and 9th rows). If we ignore the colour, we can see similar
styles and objects between individuals, even though the prompts differ. Overall,
this showcases the ability of the approach to generate several visual outputs with
prompts that can be diverse but convey the same visual traits.

5 Conclusions and Future Work

Recent development and increase in the output quality of text-to-image compu-
tational approaches have led to a growing interest in the field. Multiple com-
munities have emerged and are dedicated to the development of open-source
resources for text-to-image generative models, e.g. Stable Diffusion. One key
aspect is the relation between the input prompt and the quality of the output.
For this reason, there is a general venture to identify better prompts as well as
better ways of conducting this search.

We presented an approach in which users can define a prompt blueprint (meta
prompt), which is used to produce prompts, and interact with the system in order
to produce solutions that match their preferences. We have tested our approach
with two experimental scenarios: (i) a user study using three meta prompts, and
(ii) a study using a meta prompt inspired by a widely known prompt example.
The results show that our approach allows users to converge to specific styles,
obtaining prompts that can be further used to produce images in the same style.
It is important to mention that although there are differences between generative
models and prompt syntax, obtaining results of different quality with the same
prompt [19], our meta prompt approach is flexible and can be easily adapted to
work with different models.

Our experimentation also allowed us to identify future research directions.
First, we have mostly used terms that have been previously experimented with,
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being retrieved from other authors’ works. However, there is potential to be
explored in the identification of new terms that may lead to “hotspots” in the
latent space. For example, Daras and Dimakis [4] investigate the existence of a
“hidden vocabulary” in dall-e-2 – apparently nonsensical prompts result in a
given type of visual output (e.g. “apoploe vesrreaitais” is reported to produce
birds). Second, there is still work to be done in identifying the best terms to use
based on the prompt subject, e.g. 3dall-e [10] uses terms specifically related to
3d modelling. Third, the system could be coupled with a prompt validator based
on nlp approaches, aimed to analyse parts of speech and improve the quality
of the prompts before generating the images. Additionally, the approach could
also be further developed to also allow the evolution of meta prompts with the
goal of finding the optimal configuration for each user.

The current approach has similarities with Grammatical Evolution (ge)
approaches despite being a conventional iga system. Therefore, the evolution-
ary engine can be enhanced by ge mechanisms, such as variation operators or
initialisation methods and genotype-to-phenotype mapping approaches.

Another avenue of research is the automation of evaluation to explore a dif-
ferent dimension of the presented approach. Methods to automatically evaluate
the generated images and the prompts could be used to build enhanced and auto-
matic fitness function schemes, e.g., use aesthetic evaluation models to evolve
visually appealing images. Mechanisms to measure and improve the distinctness
of generated outputs are also a hypothesis.

Our main goal is to facilitate the process of finding the best prompts, which
is aligned with attempts of strengthening the relationship between the user and
ai, fostering a collaborative interaction. In this sense, future developments can
be made to the interface to improve this interaction and increase usability.
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