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ABSTRACT

The visual representation of concepts has been the focus of multiple
studies throughout history and is considered to be behind the origin
of existing writing systems. Its exploration has led to the development
of several visual language systems and is a core part of graphic design
assignments, such as icon design.

As is the case with problems from other fields, the visual represen-
tation of concepts has also been addressed using computational ap-
proaches. In this thesis, we focus on the computational generation of
visual symbols to represent concepts, specifically through the use of
blending.

We started by studying aspects related to the transformation mech-
anisms used in the visual blending process, which led to the proposal
of a visual blending taxonomy that can be used in the study and pro-
duction of visual blends. In addition to the study of visual blending,
we conceived and implemented several systems: a system for the auto-
matic generation of visual blends using a descriptive approach, with
which we conducted an experiment with three concepts (pig, angel
and cactus); a visual blending system based on the combination of
emoji, which we called Emojinating; and a system for the generation of
flags, which we called Moody Flags. The experimental results obtained
through multiple user studies indicate that the systems that we devel-
oped are able to represent abstract concepts, which can be useful in
ideation activities and for visualisation purposes.

Overall, the purpose of our study is to explore how the representa-
tion of concepts can be done through visual blending. We established
that visual blending should be grounded on the conceptual level, lead-
ing to what we refer to as Visual Conceptual Blending. We delineated
a roadmap for the implementation of visual conceptual blending and
described resources that can help in such a venture, as is the case of a
categorisation of emoji oriented towards visual blending.
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RE SUMO

A representação visual de conceitos foi o foco de diversos estudos ao
longo da História e é considerada a origem dos sistemas de escrita
existentes. A sua exploração levou ao desenvolvimento de vários siste-
mas de linguagem visual e tem grande importância na área do design
gráfico, em tarefas como o design de ícones.

À semelhança de problemas de outras áreas, a representação visual
de conceitos também tem sido abordada através de abordagens compu-
tacionais. Nesta tese, damos foco à geração computacional de símbolos
visuais para representação de conceitos, especificamente através do
uso de blending (“mistura”).1

Começámos por estudar aspectos relacionados com os mecanismos
de transformação utilizados no processo demistura visual, o que resul-
tou na proposta de uma taxonomia de mistura visual, possível de ser
utilizada para efeitos de estudo e produção de misturas visuais. Além
do estudo de mistura visual, concebemos e implementámos vários sis-
temas: um sistema de geração automática de misturas visuais utili-
zando uma abordagem descritiva, com o qual realizámos um estudo
com três conceitos (porco, anjo e cacto); um sistema de mistura visual
baseado na combinação de emojis, o qual chamámos de Emojinating;
e um sistema para geração de bandeiras, o qual chamámos de Moody
Flags. Os resultados experimentais obtidos através de múltiplos estu-
dos com utilizadores indicam que os sistemas desenvolvidos são capa-
zes de representar conceitos abstratos e podem ser úteis em atividades
de ideação e para fins de visualização.

De modo geral, o objetivo do nosso estudo é explorar como a re-
presentação de conceitos pode ser feita por meio de mistura visual.
Propomos que a mistura visual deve ter uma base conceptual, promo-
vendo o que chamamos de Visual Conceptual Blending (“mistura visio-
conceptual”). Delineámos um plano para a implementação de mistura
visio-conceptual e descrevemos recursos que podem auxiliar nessa ta-
refa, como é o caso de uma categorização de emoji direcionada para
mistura visual.

1 Traduções alternativas para o termo blending: “integração” (Fauconnier e Turner,
1998) e “fusão”.
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1I N TRODUCT ION

Images are powerful communication tools, capable of encompassing
several levels ofmeaning that occur simultaneously (Negro, Šorm, and
Steen, 2018). The term “image” is used to refer to visual products of
intentional human activity, as defined by Carroll (1994). When used
for communication purposes, images can be decomposed into visual
elements that contribute to their layering of meaning (Van Leeuwen,
2001). While some images are meant to work as windows to what they
depict, others are not merely representations of objects but of ideas
(McQuarrie, 2008).

As far as the visual representation of concepts is concerned, humans
have been doing it since more than two hundred thousand years ago
– take, for example, cave paintings from the Neolithic period (Meggs
and Purvis, 2012; Santos, Cruz, and Barbosa, 2017). The process of vi-
sual representation occurs in multiple ways and can result in images
that go from fully pictorial, bearing a resemblance to an existing ob-
ject, to more abstract, for example using colour to represent a given
feature. However, visually representing concepts is a complex task,
having an open-ended nature and involving a high degree of subjec-
tivity. Moreover, not every concept is easy to represent and interpreta-
tion is always dependent on the knowledge and culture of the observer.
Related to this, Tamés (2009) proposes the collaborative development
of a database that connects images and concepts, addressing different
interpretations and resulting in an evolving visual lexicon that is com-
posed of a dynamic image knowledge base with conceptual annota-
tion. Such resource would be helpful for processes of visual represen-
tation of concepts that are common, for example, in Graphic Design as-
signments, in which designers seek to produce symbols that are easy
to perceive (e.g. signage systems, user interface icons, etc.).

Of the different types of image-making processes, one is commonly
referred to as Visual Blending (VB) and consists in combining two or
more existing images to produce a new one. This type of process is of-
ten used in visual language systems to obtain new symbols from exist-
ing ones, allowing the representation of new concepts (Horton, 1994).
Visual Blending can also be related to the cognitive operation known as
Conceptual Blending (CB), inwhich two inputmental spaces are brought
together, resulting in a new blended space (Fauconnier and Turner,
2002). This operation is key in understanding the emergence of mean-
ing. Visual blending can be seen as being based on a conceptual blend,
which is expressed at the representation level. In this thesis, we argue
in favor of a stronger connection between the two types of blending.

1
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The two types can be used in combination – leading to what we refer
to as Visual Conceptual Blending (VCB) – to enable the creation of vi-
sual blends with a solid conceptual grounding, which can be explored
in the visual representation of concepts. We consider that the use of
perceptual features (e.g. colour) is fundamental to exploiting semiotic
aspects that are relevant in the visual representation of concepts. For
example, the advantages of using visual characteristics related to the
data being represented are well documented (Jahanian, 2016a,b), es-
pecially in the field of Information Visualisation, e.g. the use of semanti-
cally-resonant colours has been shown to improve chart reading speed
(Lin et al., 2013).

Similarly to other problems, the visual representation of concepts
has also been explored using computational approaches. Existing ex-
plorations can be framed in the context of several research fields. First,
from the perspective of Computational Design (CD), strategies can be
used with the goal of improving a given aspect in the process of pro-
ducing visual representations. The capabilities of computational ap-
proaches in image production have been a topic of discussion. Some
authors highlight the advantages of using computers in art and de-
sign (e.g. Whale, 2002), while others point out their limitations – e.g.
Calude and Lewis (2012) discuss the issues involving the implementa-
tion of a universal image generator. Regardless of existing limitations,
we believe that, in the case of concepts, automation techniques may be
employed in the exploration of the conceptual space in combination
with processes of analogy-making (French, 2002) and semiotic analy-
sis, which can result in the generation of visual representations. In this
sense and asWhale (2002) states, computers can be used to extend our
capabilities. Cunha et al. (2015) argue that computational systems for
the visual representation of concepts can be used in ideation activities
to foster the creativity of the user. The same notion is mentioned by
other authors, such as Karimi et al. (2018b) and Zhao et al. (2020).

Second, from the perspective of Computational Creativity (CC), arti-
ficial agents that exhibit creative behaviour can be used in the pro-
duction of visual representations. Such agents may help in the explo-
ration of the search space and identification of good solutions based on
a given sense of quality – e.g. using Evolutionary Computation (EC)
techniques. Creative systems may present the user with solutions that
are surprising, which can lead the user to explore other ideas. Mov-
ing past the existing discussion on whether computer systems can be
authors (Audry and Ippolito, 2019; Hertzmann, 2018), our position
is that Artificial Intelligence (AI) may provide us with new tools to
express ourselves. The type of relationship between user and system
is also worth exploring, which leads us to the third perspective: Co-
creativity. Collaborative ideation is considered to aid in the generation
of creative solutions, by exposing people to ideas different from their
own (Chan et al., 2017; Siangliulue et al., 2015). In Computational Co-
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creativity, the interaction between human and artificial agents is ex-
plored to promote the creative process. In specific, the autonomy of
the artificial agent can be exploredwith the goal of developing systems
that usemixed-initiative interaction (Yannakakis, Liapis, andAlexopou-
los, 2014), in which both the computer and the human user have a
proactive contribution in the creative process. This collaborative rela-
tionship can foster the creativity of the user, as addressed by Liapis et
al. (2016). Our motivation is in line with the ideas expressed by Veale
and Cardoso (2019, p. 2), who see the future of intelligent computers
as a transformation from passive tools into active co-creators.

With this thesis, we intend to explore CD techniques and further ex-
tend the application of CC in the fields of art and design, in particular
related to the visual representation of concepts.

1.1 RESEARCH GOALS

The title of this thesis makes use of term “concept-representative sym-
bols,” which can be seen as a pleonasm (a symbol represents a concept
by definition), to highlight our main goal: explore how computational
approaches can be used for the visual representation of concepts. As
such, our research hypothesis is that computational approaches can be em-
ployed to produce visual representations of concepts, which can be useful for
fostering creativity in ideation activities and for facilitating comprehension in
visualisation contexts. Based on this research hypothesis, the following
research questions arise:

A. Can Computational Approaches, in particular those based on Visual
Blending, be used for the visual representation of concepts?
Multiple visual aspects have been explored in computational ap-
proaches to encode meaning. We are interested in studying how
this encoding can be done with the goal of representing specific
concepts. Our focus is on a particular process of producing im-
ages: visual blending. We question which aspects need to be con-
sidered in visual blending and how a bridge can be built between
the visual and the conceptual levels, possibly leading to visual
conceptual blending.

B. How can the user be integrated and allowed to express their preferences?
The production of visual representations of concepts is closely
related to the preferences, goals and general context of the agent
who is responsible for the representation. Therefore, in a context
of computational design, the preferences and goals of the user
should be taken into account, allowing the user to influence the
system and have some control over the final output. We question
how this control from the user can be implemented and which
degree of user-dependency should be encoded into the system
(from fully autonomous to co-creative).
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C. How are the generated symbols perceived by users?
One of the main concerns in the production of visual representa-
tion of concepts involves their perception by a viewer. This topic
is related to how symbols are interpreted.We question howusers
perceive the generated symbols and whether the meaning en-
coded by the system can be extracted.

To address the aforementioned research questions, we pursue the
following objectives:

1. Study the state of the art in the visual representation of concepts,
especially concerning computational approaches;

2. Identify application domains to explore the visual representation
of concepts;

3. Conceive and implement approaches for the generation of concept-
representative symbols;

4. Explore techniques for the exploration of conceptual search spaces;
5. Study visual blending techniques for concept representation;
6. Explore the use of semiotic-related characteristics for concept rep-

resentation;
7. Employ techniques for the automatic assessment of the quality

of generated symbols;
8. Explore methods to allow the user to express preferences;
9. Assess the impact of the developed systems in ideation and visu-

alisation;
10. Assess the quality of the developed approaches in regards to vi-

sual conceptual blending.

In order to achieve these objectives, we explore different approaches,
which help us to iteratively tackle the problem at hand. The end goal
is the development of systems for the computational generation of vi-
sual representations of concepts. Our focus resides in the use of blend-
ing techniques, from the conceptual level (conceptual blending) to the
visual one (visual blending). We also employ methods to allow the
user to take advantage of the system, for example by using Interactive
Evolutionary Computation (IEC) techniques or establishing a cooper-
ative relationship between human and computer, through co-creative
approaches. With this, we aim for the developed systems to be useful
in design ideation and in visualisation activities. To test the developed
systems, we conduct several studies, some of which involving users
and following mixed-methods approaches, which combine quantitive
and qualitative methods (Venkatesh, Brown, and Bala, 2013).
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1.2 CONTR IBUT IONS

The work developed in the context of this thesis resulted in contribu-
tions to several fields. In this section, we outline the main ones.

L I T E RATURE REV I EW: We conducted a review of the state of the art
addressing topics related to the visual representation of concepts
(Chapter 2) –Visual Perception (Section 2.1),Concepts (Section 2.2),
Semiotics (Section 2.3) and Visual Grammar (Section 2.4) – and
computational approaches to it (Chapter 3), Conceptual Blending
(Section 4.1) and Visual Blending (Section 4.2). We also analysed
topics related to our practical research, for example, Emoji (Chap-
ter 7), Glyphs (Sections 13.1 and 13.2), Flags (Sections 14.1 and
14.2) and Image Schemas (Section 16.1). The base of our investiga-
tion was described in an initial publication (Cunha et al., 2015).

V I SUAL B L END ING TAXONOMY: We analysed existing taxonomies re-
lated to visual blending and proposed a novel one, based on the
transformation mechanisms used to produce visual blends. The
proposed taxonomy is useful both for the analysis of visual blends
and the production of new ones. This contribution is described
in Chapter 5.

S TUDY ON V I SUAL B L END ING : We conducted an analysis of two im-
agedatasets that include visual blends (VisMet andEmoji Kitchen),
focusing on the different types of transformation used. In this
analysis, we used the developed taxonomy to identify the most
common transformations in the visual blends of the twodatasets.
This contribution is described in Chapter 5.

V I SUAL B L END ING SYST EM BAS ED ON DE SCR I P T I V E APPROACH :
We developed a system for automatic generation of visual blends
using a descriptive approach, which has a hybrid blending pro-
cess, starting at the conceptual level and ending at the visual one.
We conducted experiments using three concepts (pig, angel and
cactus) and tested the system with a user study focused on per-
ception. This contribution is described in Chapter 6 and resulted
in one publication (Cunha et al., 2017).

EMO J INAT ING : We iteratively developed a visual blending system
that we called Emojinating, which uses the blending of emoji to
visually represent concepts. Three main versions of the system
were developed: deterministic (Chapter 8), evolutionary (Chap-
ter 9) and co-creative (Chapter 11). We conducted user studies
with all versions. A special reference should be made to two of
the studies: a study that compared the performance of the system
in the representation of single-word concepts with double-word
concepts (Chapter 10); and a study focused on usefulness and
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perception (Chapter 12). This contribution resulted in several
publications (Cunha et al., 2019a; Cunha et al., 2020b; Cunha,
Martins, and Machado, 2018a,b, 2020a; Cunha et al., 2019b).

S T RAT EGY FOR RE TR I EVAL OF DATA- R E LAT ED GLYPHS : Based on
the Emojinating’s engine, we proposed a strategy to be used in the
context of Information Visualisation to retrieve glyphs related to
the data thematic. This strategy has high application potential for
a visualisation tool, allowing it to have different types of glyphs
suitable to different thematics. This contribution is described in
Chapter 13 and resulted in one publication (Cunha et al., 2018).

SYST EM FOR F LAG GENERAT ION : We developed the system Moody
Flags, which generates flags based on trending topics of coun-
tries, retrieved from real-time news. The development of the sys-
tem required the construction of a dataset of semantic and visual
flag data. We also conducted a user study to assess the percep-
tion of generated flags by users. This contribution is described
in Chapter 14 and resulted in two publications (Cunha, Martins,
and Machado, 2020b; Cunha et al., 2020c).

V I SUAL CONCEP TUAL B L END ING ROADMAP : We proposed a road-
map for the implementation of visual conceptual blending, high-
lighting useful resources. This contribution is described in Chap-
ter 15 and resulted in two publications (Cunha, Martins, and
Machado, 2018c; Cunha, Martins, and Machado, 2020d).

EMO J I CAT EGOR I SAT ION FOR V I SUAL B L END ING : Weproposed an
emoji categorisation oriented towards visual blending,which can
be used in the implementation of a system for visual conceptual
blending. We validated the categorisation with a user study and
used it to analyse the Emoji Kitchen dataset with the goal of iden-
tifying transformational patterns in emoji categories. This contri-
bution is described in Chapter 17.

In addition to the international peer-reviewed publications identi-
fied next to each contribution, we also publishedmaterial related to the
general topics of the thesis (Cunha andCardoso, 2019; Cunha,Martins,
and Machado, 2020c) and contributed to several supporting publica-
tions (Cruz, Hardman, and Cunha, 2018; Lopes, Cunha, and Martins,
2020; Wicke and Cunha, 2020).

1.3 DOCUMENT OUTL INE

In this chapter, we have introduced the motivation for the research de-
scribed in this thesis, as well as its goals and contributions. The remain-
der of the document is divided into six parts, which we describe in the
following paragraphs.
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In Part I, we describe the state of the art on the visual representation
of concepts. In Chapter 2, we introduce the reader to Visual Perception,
Concepts, Semiotics and Visual Grammar. In Chapter 3, we start by intro-
ducing the areas of Computational Design, Computational Creativity and
Computational Co-creativity. Then,we review existing computational ap-
proaches that address the visual representation of concepts.

In Part II, we present Blending as one of the main focuses of the the-
sis. In Chapter 4, we provide an overview of two sides of blending:
conceptual (concept combination and conceptual blending) and visual
(visual metaphor, visual structure, perceptual features and transfor-
mational perspective). In Chapter 5, we present an analysis of visual
blends from two different image datasets (VisMet and Emoji Kitchen),
in which we aim to identify usual transformations. In Chapter 6, we
describe the development of a system for the automatic generation of
visual blends using a descriptive approach.

In Part III, we explore the visual representation of concepts through
visual blending of emoji. InChapter 7,we introduce the reader to emoji,
pointing out their potential for visual representation of concepts. Then,
we describe the iterative development of a visual blending system that
we called Emojinating – Chapter 8 presents the deterministic version,
Chapter 9 presents the evolutionary version and Chapter 11 presents
the co-creative version. InChapter 10,wedescribe a study that assessed
the performance of Emojinating, comparing its use with single-word
concepts and double-word concepts. In Chapter 12, we make an over-
all analysis of Emojinating and we describe a user study focused on
usefulness and perception.

In Part IV, we focus on other domains in which visual representation
of concepts has high application potential. In Chapter 13, we explore
the use of Emojinating’s engine in a context of Visualisation. In Chap-
ter 14, we describe the implementation of Moody Flags, a system that
generates flags based on trending topics of countries, retrieved from
real-time news.

In Part V, we address open questions related to the visual represen-
tation of concepts. In Chapter 15, we propose a roadmap for the imple-
mentation of visual conceptual blending systems. In Chapter 16, we
describe how affordance-related features can be considered in systems
for the visual representation of concepts by using image schemas. In
Chapter 17, we present the development of a categorisation of emoji
oriented towards visual blending, which can be used in visual concep-
tual blending systems.

Finally, Part VI comprises Chapter 18, in which we summarise the
work developed in the scope of this thesis. We start by revisiting the
research questions, highlighting the main contributions. Then, we con-
clude with an overview of the thesis parts.
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Throughout the document, we often use the abbreviation “blend” to refer
to visual blend and “representation” to refer to “visual representation”. The
webpages cited in this document were available at the time of writing (2021-
2022), unless explicitly stated otherwise.



Part I

S TATE OF THE ART





2V I SUAL REPRE S ENTAT ION OF CONCEPT S

Humans have been visually representing ideas since more than two
hundred thousand years ago. Take, for example, cave paintings and
petroglyphs (Fig. 2.1). These representations vary from being fully pic-
torial and depicting concrete things, e.g. pictograms, to more abstract
and depicting ideas, e.g. ideographs. In any case, they can be consid-
ered visual representations of concepts.

In order to make clear what is meant by “visual representation,” we
borrow from the definition of “graphic representation” by Engelhardt
(2002), which in our perspective can be viewed as similar.

A graphic representation is a visible artefact on a more or less flat
surface, that was created in order to express information.
(Engelhardt, 2002, p. 2)

Engelhardt (2002) identifies as a requirement of graphic represen-
tation that there is a clear intention to express information, no matter
the medium in which it occurs. This requirement includes, for exam-
ple, cave paintings but excludes what is referred to as “self-occurring
‘natural signs”’, such as footprints in the sand. Moreover, Engelhardt
(2002) distances “graphic representation” from artefacts with “the in-
tention to amuse, delight, persuade, invigorate, provoke or otherwise
stimulate”, dismissing images in advertising and art. A note should be
made on this aspect, as we consider that such images can be viewed as
visual representations, as long as they were produced to encode and
express information, no matter their degree of abstraction, the diffi-
culty ofmeaning decoding or evenwhether theirmain goal is to amuse
rather than to inform.

Figure 2.1: Details of
the painted dolmen
of Antelas, example
of megalithic art from
the Neolithic period
located in Oliveira de
Frades, Portugal.
Image produced by
Fernando Barbosa,
published by Santos,
Cruz, and Barbosa
(2017).

Moreover, an important distinction ismade byBertin (2011) between
two types of graphic representation: graphics and pictography. The for-
mer concerns the representation of predefined sets, represented by a
data table, and is subdivided by Bertin (2011) into diagrams, networks
and maps. The latter is described as being related to the definition of
a set (or concept) in the reader’s mind (Bertin, 2011), which is linked
to the design of symbols by Engelhardt (2002). In the context of this
thesis, we focus on what is referred to as pictography.

To put it briefly, we employ the term “visual representation” instead
of “graphic representation”, as we consider it to be more appropriate
due to several reasons: (i) “graphic” is often related to the use of ele-
ments such as line, shape, type, etc., while “visual” is more general and
easily connected with other visual media that can also be used in the
representation of concepts, e.g. photography; (ii) “visual” is less likely

11
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to be mistaken with “graphics”; (iii) and is closer to the perceptual
channel referred to as “visual”.

In this chapter, we introduce topics that are key to the understand-
ing of visual representation of concepts. We start by describing aspects
of visual perception, such as visual properties (e.g. colour) and principles
(e.g.Gestalt Principles). Then, we shift our attention to concepts and de-
scribe what they are, how they are considered to be represented cog-
nitively and which conceptual aspects should be taken into account
when visually representing them. Afterwards, we make a brief intro-
duction to the perspective of Semiotics and describe how visual aspects
can be related to meaning. In the last part of the chapter, we show how
all these concepts come together by introducing the notion of visual
grammar and presenting examples of visual language systems.

2.1 V I SUAL PERCEPT ION

When we look at a graphic representation, a mental construction is
built through mechanisms of visual perception. Visual perception can
be described as the process by which visual information is collected
and processed, involving a complex interaction among various stim-
uli. In this process, a search for patterns is conducted with the goal of
identifying meaningful structures (Pettersson, 2011). A similar notion
is proposed by Marr (1982), who considers perception as the transfor-
mation of a pattern of light on the retina into awareness of the visual
world (Bruce, Green, and Georgeson, 2003, p. 80).

Zimbardo and Gerrig (2002) state that the process of perception is
best understood if divided into three stages: sensation; perceptual or-
ganisation; and identification/recognition of objects. Similarly, Ware
(2012) describes three stages of perceptual processing. In the first stage,
low-level properties (e.g. orientation, colour, texture, etc.) are extracted
from the environment and processed unconsciously by neurons. This
stage is related to the ideas from Marr (1982), who describes low-level
vision as an autonomous process that results in a symbolic represen-
tation, useful for higher-level processes – introducing the term primal
sketch. In the second stage, the visual scene is divided into regions and
simple patterns. These patterns can be found, for example, in elements
or regions with the same colour. The third and last stage consists in fo-
cusing on a reduced number of objects, which are held in the visual
working memory. A few aspects can be highlighted from this three-
stage model, from visual properties to principles of Gestalt perception.
We will devote our attention to them in the following sections.

2.1.1 Visual Properties

The first aspect is that there are certain properties that are retrieved
from the environment in the process of visual perception.
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Figure 2.2: Visual variables. Adapted from: (Polisciuc, 2021).

Related to this topic and coming from a perspective of data visu-
alisation, Bertin (2011) proposed an approach to structure the visual
representation of data. In their proposal, information is encoded by us-
ing visual elements (marks) and varying their visual properties. Bertin
(2011) identifies seven visual variables: position, size, texture, value, colour,
orientation and shape.1

The terminology used to refer to visual properties (also referred to
as visual variables and visual attributes) differs from author to author.
Bertin’s “value” refers to what is commonly known as brightness (light
versus dark) and “colour” can be divided into hue and saturation (En-
gelhardt, 2002). In addition, Bertin’s list of visual features was later
extended by other authors. For example the addition of arrangement,
transparency of fill and crispness (fuzziness) of edges (MacEachren, 2001).
Engelhardt (2002) mentions that “texture” can be further subdivided
into size of texture elements (similar to Bertin’s definition), shape of tex-
ture elements and orientation of texture elements. A summary of visual
properties can be seen in Fig. 2.2.

Engelhardt (2002) divides visual properties into two groups: area-fill
(brightness, hue, saturation and texture) and spatial (shape, size and all the
remaining ones). This division is based on the idea that a change on a
spatial attribute alters the anchoring of the object or part of it, while a
change on an area-fill attribute does not.

These visual variables are introduced as properties that can be used
to encode meaning in the context of data visualisation. Nonetheless,
they are aligned with the properties mentioned by Ware (2012).

2.1.2 Perceptual Principles

Beyond the individual visual properties, the second stage proposed by
Ware (2012) is related to pattern identification. The process of pattern
identification is considered to be conducted according to certain princi-
ples, for example how we distinguish between figure (the most salient
elements) and ground (the background elements). These principles,

1 It is important to notice that thework byBertin (2011) goes beyond the identification of
visual variables, describing, for example, how organisation levels have a direct impact
on visualisation.
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known as Gestalt Principles, were initially addressed by a group of Ger-
man psychologists (Köhler, 1929; Wertheimer, 1938) and are based on
the idea that perception does not simply rely on the analysis of individ-
ual properties but has instead a holistic nature – the whole is different
from the sum of its parts.

The principles are considered to be the base for how we perceive
wholes fromperceptually individual elements, in an unconsciousman-
ner. For example, the principle of proximity shows how elements that are
positioned closer together can be perceived as a group. Another exam-
ple is the principle of similarity, according to which elements with simi-
lar visual features (e.g. size, shape or colour) are perceived as belonging
to the same group. Other principles exist – e.g. the principle of closure,
the principle of continuity, the principle of smallness – we refer the reader
to Pettersson (2011) for further details.

Arnheim (1974a) writes about how these principles are applied in
art and provides insights on other aspects of perception, such as depth
representation (e.g. creating depth using gradients).

On a higher level, a composition can be perceived as having certain
aesthetic qualities. A survey by Stebbing (2004) identifies four organi-
sational principles: contrast, rhythm, balance and proportion. The work by
Graves (1951) is relevant on this topic, describing how these principles
can be explored through the use of visual properties, giving examples
from simple shape interaction to more complex artworks.

Even though these principles are important when studying percep-
tion, for the purpose of this thesis, the focus is more on how specific
visual properties can be assigned with meaning and used to represent
concepts. With this in mind, we now shift our attention to concepts.

2.2 CONCEPTS

The topic of this thesis is centred on how concepts can be visually rep-
resented. As such, it is important to first explain what we mean when
we use the term “concept”.

A concept can be defined as a dynamic abstraction that refers to ideas,
objects or actions (Pereira, 2004). Although concepts may be consid-
ered somehow static, they are often subject to change. This changemay
be caused by time (e.g. technology may bring changes to our under-
standing of a given concept) or vary according to context (e.g. the con-
cept of “near”) and experience/culture (e.g. in some cultures “cow” is
considered a “common” animal, in others it is viewed as “sacred”).

A concept can be equated with the set of things that it refers to, for
example, the conceptwhichwe refer towhenwe use theword “flower”
is equal to the set of things that we consider flowers. This is the base
for referring to concepts as “cognitive categories”. As such, the term
“category” is used to refer to a set of things that are equivalent at some
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level (Rosch et al., 1976). These categories are seen as the result of a
mental process of categorisation (Ungerer and Schmid, 2006).

Whenwe refer to these cognitive categories (or concepts)weusewords.
However, it is important to bear in mind that they are not equiva-
lent (Ungerer and Schmid, 2006). For example, the Portuguese word
“cadeira” and the English word “chair” are used to refer to the same
object that a person can sit on. However, a given word can be used to
denote several categories, e.g. the English word “chair” can also mean
the president of a meeting, a meaning that is not covered by the Por-
tuguese word. As such, words should not be seen as concepts but only
as symbols that refer to them. Moreover, these symbols (words) are
used not only to refer to categories of things that physically exist (e.g.
“chairs”) but also to more abstract entities (e.g. actions, emotions, spa-
tial relationships, etc.) and even categories that are made up on the fly
on a given subject under consideration (e.g. “things to take from one’s
home during a fire”) (Barsalou, 1983).

One of the main topics studied about concepts is how they are cog-
nitively represented. Although several views exist, e.g. Exemplar View
(Medin and Schaffer, 1978) or Theory View (Murphy andMedin, 1985),
we will focus on the Prototype Theory (Rosch, 1975), which provides in-
sights of particular relevance for this thesis.

2.2.1 Categories and Prototypes

In the classical view, categories are seen as definable by common prop-
erties, have clear boundaries and binary membership (Lakoff, 1990).
The classical view is challenged on several fronts but it is the work by
Rosch (1975) that provides amore solid alternative, commonly known
as Prototype Theory.

According to the classical view, all members of a category have equal
status, sharing the properties that define the category. On the other
hand, Rosch and Mervis (1975) demonstrate that categories have pro-
totypes, which are considered as best examples. According to Rosch
et al. (1976), thought is organised in terms of prototypes and basic-
level structures. First, for a given category, some members can be seen
as “better examples” than others. Second, categories are considered
to have degrees of membership and no clear boundaries. This view is
in line with studies that show that categories are graded. An example
is the work by Labov (1973), who explored the semantic boundaries
of cup-like containers by presenting subjects with line drawings that
varied in width and height (Fig. 2.3). The results of their experiments
show that the boundaries between neighbouring categories (cup,mug,
bowl and vase) are fuzzy and context-dependent (results differ when
the containers are considered in a different context, e.g. a food context
in which they were filled with mashed potatoes).
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Figure 2.3: Drawings of cup-like objects. Adapted from: (Ungerer and
Schmid, 2006).

The Prototype Theory does not clarify how to draw boundaries be-
tween categories but only how one can identify the most typical mem-
bers, which have the average features of the category. A list of features
is used to define the prototype of each concept. These prototypical fea-
tures are used in our process of understanding the world. For exam-
ple, the prototype of fish would include that fish have gills and scales,
that they swim and are cold blooded. This prototype is used to assess
if a given instance is an example of fish. Considering the prototypical
features of fish, we can reach the conclusion that a whale would not be
considered an example as, despite swimming, it is warm-blooded, has
lungs instead of gills and does not have scales. In addition, the mem-
bers of a category do not all share the same features, e.g. compare a pen-
guin with an ostrich. Instead, they are linked by family resemblances
(Rosch andMervis, 1975) in the sense that eachmember has some sim-
ilarities to other members, which provides coherence to the category.
We have used the term “prototypical feature” to refer to typical char-
acteristics of a given category. This term is similar to what Rosch et al.
(1976) refers to as “cue validity” – an assessment of the frequencywith
which a given cue is associated with a category and also with others,
in which cue validity for a given category is highest when the cue has
high frequency in the category and low in others. Similar ideas are ex-
plored by other authors. For example, Costello and Keane (2000) use
the term “diagnostic predicate” in reference to features that best iden-
tify instances of a given concept and differentiate it from others – the
example of cacti is given, identifying prickly as more diagnostic than
green.

A given object is seen as belonging to a category if it bears sufficient
resemblance to the category’s prototype. Although a penguin is very
different from an ostrich, most people would easily classify them both
as birds. On this topic, Lakoff (1990) summarises that some categories
have clear boundaries (e.g. birds) but within the boundaries there is a
gradation from a prototypicalmember, while others have fuzzy bound-
aries and inherent degrees of membership (e.g. red, tall man).

Another aspect of thePrototype view is that categories are considered
to follow a taxonomic hierarchy (Rosch and Mervis, 1975), in which
they are related to another by a means of inclusion – the more inclu-
sive a category is, the higher is its level of abstraction. As such, differ-
ent levels of categories exist, from more general (e.g. animal and furni-
ture) to more specific (e.g. retriever and rocking chair). In the middle,
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Figure 2.4: Reduction of face

a basic level is considered to exist (e.g. dog and chair). This inclusion-
structured hierarchy is based on type-of relationships, e.g. a retriever is
a type of dog. This basic level is considered the highest and most in-
clusive level at which category members have a significant number of
common attributes, have similarly perceived shapes and possess simi-
lar motor programs, being interacted with using similar motor actions
(Rosch et al., 1976). The basic level is also considered the first to be
learned by children. At this level, categories maximise the perceived
similarity among members and minimise perceived similarities across
contrasting categories (Lakoff, 1990).

2.2.2 Reduction to Essential

In the cup experiment (Labov, 1973), thewidth/height ratiowas shown
to have an important role in how the objectwas recognised. This demon-
strates the importance of the features of an object in how it is perceived.

By focusing on object composition, it is possible to further investi-
gate our perception. Ungerer and Schmid (2006) state that, although
objects are perceived as wholes, their parts have an important role in
establishing a prototypical exemplar for a given concept. The Recogni-
tion by components Theory (Biederman, 1987) is also related to this idea,
proposing that objects can be seen as a combination of a limited set of
simple geometric shapes (e.g. cones and cubes), referred to as geons.
For example, the prototypical representation of a dog can be based
on a combination of an ellipsoidal head, a cylindrical torso, four cone-
shaped legs and an expanding handle for a tail (Hedblom and Kutz,
2015).

Ungerer and Schmid (2006) mention that for some objects, a proto-
typical representation can be based on a reduction to relevant parts.
The example of a bungalow is given, which can be represented by sim-
ple shapes depicting a one-storey building with only walls, roof, win-
dows and a door. Overall, one can say that there is an inclination to-
wards simplicity, which can be observed in the use of schematic images
in dictionaries, in the principle of parsimony in science, which states that
a theory is preferred when it is simpler (Arnheim, 1974b), and even in
the reduced periods in which Realism overlaps Abstractionism through-
out art history (Machado, 2007, p. 218).

Nevertheless, the visual representation based on simplification and
essential elements is far from being trivial. First, one must identify
which elements should be considered in the representation. For exam-
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ple, when representing a face, one has to decide which elements to
include. However, the elements on their own are not themselves suffi-
cient but it is their combination and positioning that triggers an inter-
pretation (Hassan, 2015), e.g. the dots alone are not enough to repre-
sent a face (see Fig. 2.4). Moreover, the elements do not all have the
same importance: a mouth is considered to be diagnostic of face (i.e.
if there is a face, there is a mouth), whereas hair for example is not
(Schilperoord, 2018). For this reason, a representation with eyes and
mouth is more characteristic of face than a representation with hair
and ears (see Fig. 2.4). In addition to a reduction to parts, one needs
to take into consideration other aspects – e.g. parts not only contribute
to the overall shape of the object but are also related to its function.
On this topic, Lakoff (1990) points out that we interact with objects
using their parts, which are key in defining the motor programs that
one can use – cognitive structures developedwhen learningmovement
(Raiola, Tafuri, and Gomez Paloma, 2014). For example, the relevant
parts of a chair are its legs, seat and back. Therefore, the image of a
prototypical chair is likely to rely on the presence of these parts. How-
ever, for the prototypical representation of a chair, it is also important
that these parts have a proportion that is considered optimal in terms
of their function (Ungerer and Schmid, 2006). Figure 2.5 shows two
chairs with different proportions – the top one is closer to the average
look of a chair, which makes it likely to be seen as more prototypical,
whereas the one on the bottom has proportions that make it similar to
a chaise longue.

Therefore, function is a key aspect in the way objects are perceived.
We refer again to the cup experiment by Labov (1973) in which dif-
ferent results were obtained depending on the object’s supposed con-
tents. Related to this idea,Mandler (2000) identifies two types of cogni-
tive processes that occur in categorisation: perceptual and conceptual.
While the former concerns the perceptual similarity among objects, the
latter is focused on what the objects do or what they are used for. Al-
though the cup-like objects shown in Fig. 2.3 depict what can be per-
ceived as cups, they do not cover the full extent of the concept. For
example, for cup of coffee, the perceptual side is important but it fails to
capture the essence of the concept, which can only be achieved if one
considers the purpose of containing coffee. The Theory of Affordances by
Gibson (1977) addresses this issue by highlighting the importance of
usages and purposes in our perception of objects. Ideally, a visual rep-
resentation should be able to capture these two levels.

Figure 2.5: Chairs

Going back to the examples of bungalow and chair, by looking at their
simplified visual representations and 2.5), an observer would likely be
able to perceive the concepts behind them, even considering that they
do not depict affordances. This could be seen as support to the idea that
a method based on a reduction to basic shapes can be used to visually
represent concepts. However, it is easy to reach the conclusion that
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a generalisation of this method is not feasible. While some concepts
are fully grounded on visual aspects, e.g. red, and others strongly rely
on their visual appearance, e.g. dog, there are also others that have a
more complex nature. For example, although the diagnostic aspects of
measles are visual (a red rash), they do not suffice for a full understand-
ing of the concept, which is supported by the definition of virus. On the
other hand, some concepts are even complex to understand and define,
let alone visually represent, e.g. game. Even focusing on concrete con-
cepts, the problem persists: some are too complex to reduce (e.g. an
English pub) or have key features that are not merely visual (e.g. teddy
bear is commonly linked to softness). All in all, not every concept has a
direct translation into a visual representation.

2.2.3 Conceptual Connections

As already shown, some concepts can be hard to visually represent.
This is often the case with superordinate categories (e.g. fruit or ani-
mal), whose members are not linked based on appearance (e.g. a com-
mon shape). In such cases, a representation may rely on properties
from related categories. For example, when asked to represent “fruit”,
it is very likely that one would resort to drawing a specific fruit, e.g.
a banana. Similarly, from a teddy bear pictogram in a store, one can
easily infer that it refers to the toys section. This mechanism consists in
borrowing properties from more specific categories and is referred to
as parasitic categorisation (Ungerer and Schmid, 2006).

The inverse may also happen in the case of specific concepts, re-
sorting to attributes of superordinate categories, even though these
are shared by other categories. For example, to understand the con-
cept white-flowering Japanese dandelion, one would likely resort to their
knowledge on dandelion and, upon being able to categorise it as a flower,
one could also draw information from flower. Subordinate categories
are based on the highlighting of specific attributes (e.g. the white-flow-
ering). As one goes up to a higher level (e.g. flower), only general at-
tributes are seen as salient enough (e.g. has a stem, petals and leaves).

These two mechanisms explore type-of relations, e.g. a dandelion is a
type of flower, which are the base for the already mentioned hierarchy
of categories. However, this is just one of the types of hierarchies that
can be established.

As another example, consider the concept house. The concept house
can be said to be related to bedroom, kitchen and bathroom. Moreover, one
can establish a relation of part-whole among them – bedroom, kitchen and
bathroom can be considered as parts of a house. In this case, a basic level
category (house) is considered to be used as superordinate. However, its
function is not to highlight certain attributes of its members (as is the
case of type-of) but has an “assembling” role, in which the members
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compose the superordinate (e.g. house can be composed of a bedroom,
a kitchen, etc).

Ungerer and Schmid (2006) addresses the topic of conceptual hier-
archies and refers to the type-of and part-whole relations as two ways
of establishing hierarchies. In the case of type-of, hierarchies are estab-
lished based on class inclusion and salient attributes. In part-whole, the
hierarchies are based on a relationship of spatial contiguity, connectiv-
ity and continuity. These connections among categories are useful and
may be explored in concept visual representation, aswe have seenwith
the case of toy represented using an image of a teddy bear.

The part-whole relation is often behind a type of conceptual connec-
tion referred to as metonym. In metonym a given concept stands for
another one, based on correlations such as part-whole, inside-outside or
cause-result (Ungerer and Schmid, 2006).

In addition to the alreadymentioned types of relations, it is also pos-
sible to establish others. Consider, for example, the concept eye. It is
easy to connect it with face, on a basis of a part-whole relation, or with
organ, on a basis of a type-of relation. However, one can also connect
it with the concept camera, based on comparison. This type of relation
is grounded on analogy, which consists in a mapping of knowledge be-
tween two domains, supported on relations between objects (Gentner
and Jeziorski, 1993). Analogies can lead tometaphors, such as “camera
as eye”, which is central in cinema (Quendler, 2016).

Although initially approached as purely linguistic, metaphors are
currently considered as “cognitive instruments” that allow us to think
of a given concept using another one (Black, 1962, p. 237). Inmetaphor,
amapping occurs between a sourcemodel, e.g. eye, and a targetmodel,
e.g. camera, leading to camera being seen as an eye.2

A mapping process regulates the eligibility of correspondences be-
tween the two domains that lead to themetaphor. Ungerer and Schmid
(2006, p. 121) distinguish three major components of mapping scopes:
image schemas, which are grounded in our bodily experiences, e.g.
the UP-DOWN schema can be related to quantity (Vernillo, 2018), more
is up and less is down; basic correlations (e.g. cause-effect, purpose-goal)
and culture-dependent evaluations (e.g. a common evaluation is to see
money as something valuable).

Despite both being seen as cognitive instruments, metaphor is con-
sidered more complex than metonym. For example, in metonym the
range of source and target concepts is normally seen as restricted to con-
crete concepts (Ungerer and Schmid, 2006). Interestingly, Bolognesi
andVernillo (2019) study howmetonymy can be used in the visual rep-
resentation of abstract concepts through concrete ones, proposing the
principle of Abstraction by Metonymy. In any case, they are both useful

2 As is the case with other conceptual mappings, the relation between camera and eye
can lead to twometaphors: “camera as eye” and “eye as camera”. The visual represen-
tation of these metaphors may not be the same.
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in facilitating understanding and also representation. Take, for exam-
ple, the concept argument, whichmay not be easy to visually represent.
However, it is possible to conceptualise it in different manners, for ex-
ample as clash or quarrel. In this way, for its representation, one could
resort to a similar concept.

2.3 S EM IOT ICS

Having presented components of visual perception in Section 2.1, and
defined concepts and aspects that should be consideredwhen address-
ing their visual representation in Section 2.2, we now bring the two to-
gether by addressing how meaning can be encoded visually. The field
devoted to studying such matters is called Semiotics.

Semiotics:
the study of signs and symbols and of their meaning and use.
(as defined by the Oxford Learner’s Dictionaries)3

As the definition states, Semiotics deals with how signs conveymean-
ing, connecting aspects of perception with the conceptual level. In ad-
dition, signs can be communicated throughmultiple senses, e.g. visual,
auditory, etc. In the case of this thesis, we focus on visual signs. More-
over, of all visual signs, we are interested in the ones that arewithin the
scope of visual representation, i.e. artefacts created “on a more or less
flat surface” with the intention of expressing information (as defined
at the beginning of the chapter). In this section, wewill introduce Semi-
otics and present aspects that are relevant for the visual representation
of concepts.

2.3.1 Aspects of Semiotics

At the beginning of this chapter,we described visual properties that are
available when producing representations. However, these properties
are not merely visual but go hand in hand with meaning. As such, it is
important to highlight how the meaning of a given representation can
be changed by altering some of its visual characteristics.

Although we presented multiple visual properties in Section 2.1.1,
some of them are especially relevant when conveying meaning, for ex-
ample shape, colour and position. In this section, we focus on these prop-
erties and give examples of how they can be used to change meaning.

2.3.1.1 Shape

Figure 2.6: Maluma
and Takete.

When observing a graphic object, shape and colour seem to have the
most immediate impact. Wheeler (2009, p. 52) points out that in terms

3 oxfordlearnersdictionaries.com/definition/english/semiotics

http://oxfordlearnersdictionaries.com/definition/english/semiotics
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of sequence of visual perception and cognition, the brain firstly ac-
knowledges shapes and only after considers colour. This is supported
by perception theories (described in previous sections), which high-
light the role of shape.

If we focus on shape, its visual qualities may cause us to automat-
ically perceive an object in a certain way, even unrelated to a possi-
ble concept being represented. For example, consider the two simple
shapes in Fig. 2.6. These “nonsense” shapes were firstly presented by
Köhler (1929), one being described as smooth and curved, while the
other as rough and jagged.

According to studies done by Lyman (1979), there are concepts con-
sistently attributed to these seemlymeaningless shapes. Some concepts
are even agreed upon by 100% of participants, such as “calm” for the
top shape and “angry” and “resentful” for the bottom shape. A ten-
dency can also be observed in some abstract non-emotional concepts –
e.g. 87% attribute the top shape to “eternity”; 80% attribute the bottom
shape to “consciousness” (Lyman, 1979).

This attribution tendency goes one step further when considering
names without any apparent meaning. According to Köhler (1929),
most people attribute “maluma” to the top shape and “takete” to the
bottom one, without hesitation. Ramachandran and Hubbard (2003)
later studied this effect with similar shapes using the names “bouba”
and “kiki”. Their results show that 98% of all respondents assign the
name “kiki” to the angular shape and “bouba” to the one with gen-
tle curves. According to Ramachandran and Hubbard (2003), these
name-shape attributions can be explained by our tendency to perform
mappings among domains, namely between image and sound. Sharp
shapes tend to be associated with “harsh-sounding” names and or-
ganic shapes with smooth ones.

Kennedy (1982) alsomakes reference to the change ofmeaning based
on shape, stating that a simple change of curvature can suggest differ-
ent meanings – an overbearing weight when applied to pillars or fear
when applied to the legs of a human figure. Similarly, the shape of
speech balloons used in comics adds meaning, often used to convey
the character of sound.

2.3.1.2 Colour

Colour can also be used to change the meaning of a given graphic ob-
ject. By simply assigning a different colour to a given element, its per-
ceptual meaning may also change.

By analysing a simple example, it is easy to understand the impor-
tance of this aspect. Figure 2.7 shows how colour changes the percep-
tion of a banana. Consider the following three cases:

• A green banana is most likely unripe and not ready to be eaten;
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• A yellow banana is already ripe;

• A red banana will probably seem strange to anyone unfamiliar
with them.

Interestingly, the meaning of colour also depends on the context.
Imagine a person at a traffic intersection with a traffic light (see Fig.
2.8). If they interpret the colours in a similar way to the banana exam-
ple, they would probably consider the colour green as a sign for “pa-
tiently wait”, which would most likely grant them a couple of honking
sounds. In the same way, upon facing a red traffic light, there is often
not much time to contemplate its meaning (as one might have with a
red banana), because that confusion and hesitation could cause a life-
threatening situation.

Figure 2.7: Bananas
in different colours

This shows that choosing a colour is no ordinary task as it is directly
connected to meaning. In any case, the use of colour has already been
shown as a means of facilitating the interpretation – e.g. using colours
that are related to what is represented improves our reading speed
(Lin et al., 2013). However, the incorrect use of colour has the opposite
effect. Using an unsuitable or incompatible colour may lead to interfer-
ence in its interpretation, e.g. Stroop effect (MacLeod, 1991).

2.3.1.3 Position and Arrangement

Figure 2.8: Traffic
lights

A third aspect that we want to mention concerns how elements are po-
sitioned. Like colour and shape, arrangement of elements is also one
of the main ways of achieving specific meanings. This is observed in
Fig. 2.10, in which the same elements (two hands and a card) are po-
sitioned differently, leading to three different interpretations: give, re-
ceive and take.

Position is often explored in visual languages as a way to represent
different ideas. One example is shown in Fig. 2.9, which depicts some
symbols of Blissymbols by Bliss (1965). By putting an arrow next to the
water symbol a new concept is represented. The concept also varies
according to the positioning of the arrow.

2.3.2 Signs and Symbols

One problem with the Semiotics definition provided at the beginning
of Section 2.3 is that it mixes sign and symbol. For clarity, semiotics is
normally viewed as the study of signs (Chandler, 2007) and “symbol”
as one type of sign (as we will describe later).

A sign is considered to be the combination of a signifier and a sig-
nified. For example, when the word “cat” is read, it evokes the mental
image of a cat. In this case, the word “cat” is considered the signifier and
the mental image the signified. The proposal of this dyadic approach is
attributed to De Saussure (2011). A different approach is proposed by
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Figure 2.9: Element position in Blissymbols by Bliss (1965). By using the same
elements in a different position, a new meaning is obtained (see symbols
start/departure/approach/arrival or water/rain/steam/stream).

Peirce (Chandler, 2007), involving three elements: representamen (the
form taken by the sign), interpretant (the mental concept that is acti-
vated in the mind of the person who encounters the representamen)
and object. In the cat example, the written word “cat” is the representa-
men, the mental concept of cat is the interpretant and a real-life cat is
the object.

Figure 2.10: Give,
Receive and Take.
Adapted from
Krampen, Götte, and
Kneidl (2007).

A simpler perspective consists in distinguishing what is shown, e.g. a
word or drawing, from what is meant, a mental concept or/and a real-
world object (Engelhardt, 2002).

2.3.2.1 Types of Signs

The work by Peirce is currently seen as one of the foundations of Semi-
otics. According to Peirce, there are three types of signs: icon, index and
symbol. These can be described as follows (Chandler, 2007):

• Icon: a sign that bears a resemblance to the object that it repre-
sents (the signifier resembles the signified). For example, a portrait
has an iconic nature.

• Index: a sign that connects the signifier to the signified not based
on resemblance but on a relation of some sort (e.g. co-occurrence,
temporal sequence, cause and effect, etc.). For example, smoke is
an index of fire and a weather vane is an index of wind.

• Symbol: a sign that is based on an arbitrary or purely conven-
tional association between the signifier and the signified. For ex-
ample, traffic lights have a symbolic nature.

In spite of this distinction betweenwhat Peirce calls “types of signs”,
these are not mutually exclusive and a given sign can be seen as any
combination of icon, index and symbol (Chandler, 2007; Engelhardt,
2002). For example, a sign that depicts a pair of scissors may be used
as an icon when referring to scissors, as an index when referring to the
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act of cutting and a symbolwhen used to refer to the act of digitally cut-
ting. In this sense, we are dealing with modes of relationship between
signifier and signified rather than types of signs (Chandler, 2007).

A common distinction is made between iconic, understood as bear-
ing resemblance to what is represented (aligning iconic with both lit-
eral and pictorial), and symbolic, as abstract and based on convention
(Engelhardt, 2002). This distinction, however, is not fully accurate as
iconic signs do not always stand for what they depict and symbolic
ones are not always non-pictorial. For example, a pictogram of a glass
(Fig. 2.11) used to represent barwould not be iconic because it does not
stand for the object depicted, nor symbolic as it has a pictorial nature.
This sort of perspective treats two dimensions – type of correspondence
and mode of expression – as a single one. Nonetheless, it is important to
distinguish between these two different dimensions.

2.3.2.2 Type of Correspondence

The way a sign is seen depends primarily on the way it is used (Chan-
dler, 2007, p. 45). Such a view is in alignment with the distinction
between two layers of meaning (Van Leeuwen, 2001): denotation and
connotation. Denotation concerns what is depicted and connotation is
related to the ideas and values that are expressed through what is rep-
resented (what it stands for).

Engelhardt (2002) refers to types of correspondence as based on the
type of relationship between what is shown and what is meant. The
following types of correspondence can be identified:

• literal:what is shown resembles what is meant (physical object).

• metaphoric: based on an analogy between what is shown and
what ismeant.Metaphoric correspondencemaybe based on struc-
tural analogy, comparable functions or shared characteristics.

• metonymic: based on a relationship of physical involvement be-
tween what is shown and what is meant (e.g. what is shown “is
part of” or “a result of” what is meant).

• rebus-based: based on a similarity between the sound of the spo-
ken word of what is shown and the sound of the spoken word of
what is meant.

• arbitrary-conventional: what is shown stands for what is meant
by convention. An example of arbitrary-conventional symbols
are written words.

Engelhardt (2002) compares the types of correspondencewith the types
of signs proposed by Peirce (icon, index and symbols). Some signs iden-
tified as icons are literal and others non-literal, signs that are referred to
as index (at least a subset) can be seen as metonymic, and symbols can
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Figure 2.12: Encoding examples. Based on (Horton, 1994) using OpenMoji.

be considered as having an arbitrary-conventional type of correspon-
dence. A more general distinction is made between literal and non-
literal (metaphoric, metonymic and arbitrary-conventional) by Richards
(1984). For a comparison between different terminology of type of cor-
respondence, we refer to Engelhardt (2002, p. 115).

Figure 2.11: Glass
The idea to retain here is that the type of correspondence depends on

how the sign is used. For example, an illustration of a glass (Fig. 2.11)
may be literal if it is used to represent a cup, metaphoric if its intended
meaning is “fragile” and metonymic if it is used to indicate a bar.

Moreover, the process of conveying a given meaning may be based
on a sequence of references, each with its own type of correspondence.
The pair of scissors example is exactly such a case. A computer icon
that depicts a pair of scissors linked to the action of removing elements
is based on a metaphoric relation between removing and the act of
cutting, which in turn involves a metonymic relation between the act
of cutting and an object that can be used for that purpose, i.e. scissors
(Engelhardt, 2002).

In addition, different types of correspondence may be simultaneously
used in a given graphic object. For example, a green face to denote a
“nauseated person” uses a face in a literal way and the green colour
in an arbitrary-conventional way (a person does not turn green when
nauseated).

Focusing on the design of symbols, Horton (1994) addresses how a
givenmeaning can be visually represented. The importance of a strong
association between the symbol and the desiredmeaning is highlighted,
which should exist not only in themind of who designs the symbol but
also in the viewer’s. Horton (1994) provides a list of ways of encod-
ing meaning in icons. We summarise the most important topics below,
which are illustrated in Fig. 2.12:

• direct representation of the subject: there is a physical similarity
between the real-world subject and the representation. This con-
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sists, for example, in the literal representation of an object (e.g.
“floppy disk”) or an action being performed (e.g. “exercise”).

• representation of a related or associated subject:4 we can rep-
resent a related or associated subject that calls the originally in-
tended subject to mind, which is useful when the subject itself
cannot be shown. Several types of association exist:

– logical analogies show an analogous subject with parallels
to the original one. Several types are presented: (i) causal
connection (e.g. “maintenance” via the tool used to perform
the action), (ii) functional analogy (e.g. “attach” via the tool
used for analogous activity or “cooperate” via the body part
used in activity), (iii) results (e.g. “center”) and (iv) struc-
tural analogy (“digital link”).

– metaphors and figures of image are used to express some-
thing that cannot be literally represented. Several types are
presented, among which: (i) synecdoche (part for the whole,
e.g. “restaurant”), (ii) litotes (representation by negation,
e.g. “peace”), (iii) hyperbole (exaggeration, e.g. “fatal error”),
(iv) euphemism (substitution for a more acceptable subject,
e.g. “injury”).

– conventions consist in using a symbol that is already con-
sidered conventional (e.g. “radioactive hazard”).

This list of ways to encode meaning is aligned with the types of corre-
spondence identified by Engelhardt (2002).

2.3.2.3 Mode of Expression

Graphic objects can be classified in terms ofmode of expression. Although
there are differences in terminology among authors,5 we consider two
different modes of expression:

• pictorial: depicts a physical object or scene, and is positioned on
a rendering spectrum from realistic to schematic;

• non-pictorial: does not depict a physical object. Examples are an
abstract shape, a word or a number.

Despite the need for distinguishingmode of expression from type of cor-
respondence, there is an obvious connection between the two: a literal
type of correspondence is based on a pictorial mode of expression. As
such, as soon as a graphic object is interpreted as involving literal cor-
respondence it should be considered as pictorial. Interestingly, a given
object may have different classifications depending on what it is used

4 Horton (1994) uses the term “object”, which in our opinion is too limited.
5 We refer the reader to Engelhardt (2002, p. 122) for a detailed comparison between

different terminologies.
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Figure 2.13: Spectrum of Abstraction. Adapted from McCloud (1993).

for. For example, a circle can be used in a non-pictorial way – e.g. used
in a Venn diagram – or in a pictorial way – e.g. a circle to represent
moon. Moreover, a pictorial use can also be interpreted as non-literal –
e.g. a circle meant as a moon to represent night.

A note should also be made regarding the distinction between pic-
togram and ideogram, which depends on the nature of the graphic ob-
ject depicted. A pictogram (also referred to as pictograph) is a graphic
object that has a pictorial resemblance to a physical object, for example
the glass pictogram (Fig. 2.11). On the other hand, an ideogram (also re-
ferred to as ideograph) is a graphic element that cannot be fully related
to a resemblance to a physical object. For example, the “Do not drink”
symbol shown in Fig. 2.14, which combines the glass pictogram with
a prohibition symbol.

Figure 2.14: “Do not
drink” symbol

Regarding pictorial objects, their rendering may vary in terms of de-
gree of abstraction (Fig. 2.13), from very realistic to very schematic. This
variation occurs regardless of the intended type of correspondence. In
Fig. 2.13 two versions of a face are shown, from a more realistic to a
more schematic. An interesting aspect is that the simpler and more
schematic it is, the more people it can represent.

This interplay along the spectrum of abstraction is also related to
perception and convention. Consider, for example, the representation
of a heart with an arrow, which is conventionally associated with love
(Cupid’s arrow hitting the heart). A usual representation for it is the il-
lustration in themiddle of Fig. 2.15, which uses the symbol (ideogram)
that is anatomically inaccurate but conventionally associatedwith heart.
A more realistic version of it (top on Fig. 2.15), using a literal represen-
tation of a heart, would likely be considered strange and unusual. On
the other hand, using a more abstract version (bottom on Fig. 2.15)
would difficult its interpretation.

Figure 2.15: Heart
with arrow.

An abstraction process can be seen as focusing on specific details
rather than eliminating details – i.e. “stripping down an image to its
essential ‘meaning”’ (McCloud, 1993). This is related to the reduction
to essential parts as a way to represent concepts, mentioned in Sec-
tion 2.2.2. The process of reduction through abstraction has been ex-
plored multiple times in the History of Art. Consider, for example,
Pablo Picasso’s The Bull, a set of eleven lithographs produced in 1945
based on a sequential abstraction (Lavin, 1993). Another interesting
example can be seen in the illustrated books by the Swiss illustrator
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Warja Lavater, which re-tell classic fairy tales through a symbolic use
of shape and colour (e.g. Lavater, 1965).

2.3.3 Interpretation

Figure 2.16: Abstract
shapes or something
more? Adapted:
(Arnheim, 1974a).

One last aspect that we would like to mention concerns interpretation.
When producing a visual representation, its correct interpretation is
not guaranteed. A classic example is given in the book The Little Prince
by Saint-Exupéry (1943): the main character presents a drawing to
viewers, who interpret it as a hat, failing to perceive its intendedmean-
ing – a boa constrictor digesting an elephant. The matter of interpreta-
tion is especially relevant in the case of representations with abstract
expression and a non-literal type of correspondence. An example can
be observed in Fig. 2.16, which represents a giraffe passing behind a
window. However, the interpretation may be hard if one is not aware
of this intended meaning.

Figure 2.17: Rotated
Africa. Adapted:
(Zimbardo and
Gerrig, 2002)

Even though a given visual representation is designed with a given
meaning as a goal, its interpretation always depends on prior knowl-
edge – as stated by Arnheim (1974a, p. 48), what a person sees is the
outcome of what they have seen in the past. As such, our perception of
the word relies on our past experiences and on the knowledge derived
from them. Meaning can then be seen as a social construct, which is
neither fixed nor absolute but rather context- and culture-dependent
(Engelhardt, 2002). For example, the shape presented in Fig. 2.17 de-
picts Africa but it may be difficult to immediately perceive it as such,
due to the conventionalised (unrotated) version. Another example is
the dustbin as a symbol for deletion (Ware, 2012). If one is not famil-
iar with dustbins and their purpose, they do not possess the necessary
knowledge to make this metaphoric interpretation. Moreover, for the
same concept, different culturesmay have different representations for
the same concept, e.g. the “Red Crescent” is used in Muslim countries
instead of the “Red cross” (Hassan, 2015). These aspects can be sum-
marised as an interplay between three main factors, represented in the
following equation (Horton, 1994):6

𝑖𝑚𝑎𝑔𝑒 + 𝑐𝑜𝑛𝑡𝑒𝑥𝑡 + 𝑣𝑖𝑒𝑤𝑒𝑟 = 𝑚𝑒𝑎𝑛𝑖𝑛𝑔. (2.1)

Figure 2.18: Mexican
with sombrero
viewed from above.

Lastly, one graphic object may have several possible interpretations.
This aspect was already mentioned when we described the different
types of correspondence (e.g. literal vs metaphoric), which depends on
how the object is used. However, even just considering a literal inter-
pretation, an object may be considered to represent different things.
One example can be observed in Fig. 2.18, which can be interpreted
as a “Mexican wearing a large sombrero viewed from above”, a “mill-
stone” and even a “doughnut” (Arnheim, 1974a).

6 Horton (1994) uses “icon” but we generalise to “image”.
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2.4 V I SUAL GRAMMAR

In the previous sections, we have described the set of visual properties
that are available for producing visual artefacts, how these can be used
to convey meaning and ultimately allow one to represent concepts. In
this section, we focus on how elements are put together to construct
more complex visual objects. Engelhardt (2002) studies this topic and
summarises the different aspects that it involves:

Part of what a graphic representation means depends upon the
graphic objects that it contains, and part depends on the graphic
relations that those graphic objects are involved in.
(Engelhardt, 2002, p. 12)

This quote is inspired by a language-related one, originally stated by
Minsky (1985) in reference to syntax in language. With this appropria-
tion, Engelhardt (2002) makes a parallelism between written/spoken
language and the visual domain, in an attempt to establish a founda-
tion for what is referred to as Graphic Syntax. As in spoken and written
language, syntax is the part of grammar that concerns order and struc-
ture. Horton (1994) defines grammar as the set of rules for combining
symbols, whether the symbols are words or pictures. Several authors
have proposed the notion of “Visual Grammar” (e.g. Leborg, 2006),
while others have criticised such idea (e.g. Forceville, 1999). In any
case, it is unlikely that a set of universal visual grammar rules exist,
to which all visual systems abide. Despite this, the design of certain
types of images seems to follow structuring guidelines, e.g. data visu-
alisations (Engelhardt, 2002), comics (Cohn, 2013; Walker, 2000) and
icons (Horton, 1994).

Coming from the context of data visualisation, Engelhardt (2002)
proposes a framework for the analysis and decomposition of the vi-
sual language of graphic representations. Their approach is based on
the understanding of graphic representations as graphic objects, which
have a composition that involves the use of visual attributes (e.g.
colour) and relations among elements and space (e.g. labelling, super-
imposition, etc.), and the existence of different syntactic roles. We draw
from the work by Engelhardt (2002) to identify aspects to consider
when following a syntax-based approach for the production visual rep-
resentation of concepts.

2.4.1 Visual Structure

As Engelhardt (2002) frames it, part of the meaning of a graphic repre-
sentation depends on the graphic objects that it contains, and part de-
pends on how those graphic objects are arranged and on the relations
that the objects are involved in. This topicwas brieflymentioned in Sec-
tion 2.3.1, by providing examples of how arrangement affectsmeaning.
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The graphic object is seen as a carrier of visual attributes, such as size,
shape and colour. Despite this, a graphic object is often equated with its
shape, which is regarded as the carrier of other visual attributes (e.g.
the large red square). Moreover, Engelhardt (2002) describes the anal-
ysis of a graphic representation as a recursive process, due to the fact
that a given graphic object can be a nesting of simpler graphic objects.
The objects at the lowest level of decomposition are referred to as el-
ementary graphic objects. In this sense, a graphic object can either be
elementary or composite. A composite graphic object is composed of:

• a graphic space (that it occupies);

• a set of graphic objects contained within the graphic space;

• a set of graphic relations inwhich the graphic objects are involved.

Even though this approach was proposed with the analysis and de-
composition of visual representations as a goal, we argue that it can
be used for the construction of new visual representations. In the fol-
lowing sections, we will address two other aspects mentioned contem-
plated in the framework proposed by Engelhardt (2002): relations and
syntactic roles.

2.4.2 Relations

Engelhardt (2002) identifies two types of relations: spatial and attribute-
based. In addition to this distinction, relations can also be categorised
based on the elements involved: object-to-space and object-to-object.

An example of an attributed-based object-to-object relation is “[x]
has the same colour as [y]”. This sort of relation is key for the creation
of patterns and establishing a perception of similarity or distinction,
which are key in data visualisation (Bertin, 2011).

Regarding object-to-space relations, they are one of the two ways
that spatial structure can be created. They concern the positioning of
objects in themetric space. This type of relation is central in the context
of data visualisation (e.g. for the production of diagrams, networks
and maps) but less important for purpose of this thesis (symbols).

The other way of creating spatial structure is by resorting to spatial
object-to-object relations, which can be seen as types of object-to-object
“anchoring”. Engelhardt (2002) proposes a total of six types of spatial
object-to-object relations (see Fig. 2.19):

• spatial clustering: arrangement of a set of graphic objects into two
or more groups via within-group proximity;

• lineup: arrangement of graphic objects in a line;

• linking by a connector: connection between graphic objects using
a connector (e.g. an arrow);
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Figure 2.19: Spatial Object-to-object by Engelhardt (2002)

• separation by a separator: separation of graphic objects through the
use of a separator (e.g. a line);

• containment by a container: one graphic object contains others by
visually surrounding them;

• superimposition: a foreground object is perceived as being in front
of the background object, occluding parts of it.

Some of these relations are in line withGestalt principles – e.g. spatial
clustering is based on proximity. However, we argue that these six types
are not on the same level of concreteness, some being more specific
than others. For example, spatial clustering only makes reference to the
existence of groups build via proximity, whereas containment is more
specific as it depends on the existence of a container element and at least
one contained element.

Leborg (2006) presents what is referred to as relations. Some exam-
ples are attraction and parallel (the full list is shown in Fig. 2.20). Simi-
larly to what was said of the relations proposed by Engelhardt (2002),
these can also not be said to be fully equivalent on concreteness. For
example, direction only hints at the existence of a sense of direction, de-
fined as “a structure can actively define a direction” (Engelhardt, 2002,
p. 62). In contrast, tangent is clearly defined as two objects located next
to each other and sharing a common point (Engelhardt, 2002, p. 76).

In general,we consider that these two lists of relations – spatial object-
to-object by Engelhardt (2002) and the ones by Leborg (2006) – are
excessively high level and, consequently, difficult to use in the produc-
tion of graphic representations.

On the other hand, other perspectives are based on low-level relations.
Ungerer and Schmid (2006)make reference to locative relations, such as
over, under, up, down, in and out. These are characterised as orientational
image schemas, which are derived from our bodily interaction with the
world. As Ungerer and Schmid (2006) points out, these are not under-
stood as abstract principles but as mental pictures, thus being easy to
use in pictorial representation. Engelhardt (2002) also makes a refer-
ence to these image schemas when comparing their terminology with
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Figure 2.20: Relations by Leborg (2006) (adapted).

the one by Lakoff (1990), who addresses the notion of kinesthetic image
schemas, e.g. UP-DOWN and CONTAINER.7

In fact, insight can be drawn from research focused on the learning
of spatial prepositions. Regier (1996) uses connectionist models to ex-
plore the learnability of spatial prepositions from several languages,
using positive and negative schematic examples. In English, they use
the set above, below, left, right, around, in, on, out of, through and over.
Similarly, Wang et al. (2008) focus on how humans describe relative
positions of objects and identify the three most used types of relations:
directional (right, left, above and below), topological (e.g. overlap, separate,
touch, in, out, etc.) and of distance (e.g. near, far, etc.).

These types of relations have been used in the implementation of
computational systems for the description of objects in images (e.g.
Falomir et al., 2012; Roy, 2002). As such, they seem appropriate as
object-to-object spatial relations between graphic elements for the pur-
pose of visual representation.

In Section 6.2.1.2, we present a list of visual relations that we used in
our experiments with the Blender.

7 For a full terminology comparison, we refer the reader to Engelhardt (2002, p. 52).
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2.4.3 Combination and Syntactic Roles

Going back to the set of spatial object-to-object relations proposed by
Engelhardt (2002), there are two relations of special interest for the
purpose of this thesis: containment, i.e. a graphic object contains other
graphic objects by visually surrounding them, and superimposition, i.e.
a foreground object is perceived as being “in front of” a background
object, occluding part of it (see Fig. 2.19).

These two types are central in the notion of what Engelhardt (2002)
refers to as composite symbol. A composite symbol is defined as a special
case of a composite graphic object, composed of several graphic ob-
jects that are arranged in a conventionally fixed arrangement, usually
involving containment or superimposition (Engelhardt, 2002).

Horton (1994) addresses the topic of symbol combination and states
that it should be done according to a set of rules, which are referred to
as “grammar”. In their perspective symbol combination can be used to
represent more complex concepts by combining elementary symbols.
They identify four basic ways of combination, which are the following:

Figure 2.21: Addition
(family), Antithesis
(contrast), Overlap
(tools) and
Specification (music
folder). Based on
(Horton, 1994) using
OpenMoji.

• Addition: adding the independent meanings of separate objects,
representing a concept that is the sum of its parts (e.g. family in
Fig. 2.21).

• Antithesis: combining two contrasting elements in order to sug-
gest a richer idea than what is conveyed by either alone (e.g. con-
trast in Fig. 2.21).

• Overlap: combining elements to represent an abstract or general
concept that is the only common aspect among the elements (e.g.
tools in Fig. 2.21). This can be seen as related to what Reale et al.
(2021) refers to as “hyperonymic combinations”.

• Specification: combining elements that restrict each others mean-
ing (e.g. music folder in Fig. 2.21).

In addition to addressingways of combining elements,Horton (1994)
mentions that a graphic grammar should specify, among other things,
which elements are required and which are optional. This is particu-
larly important in the case of specification. Horton (1994, p. 184) high-
lights the importance of picking a border, as it affects the way the sym-
bol is perceived throughmeaning clarifying.With borderHorton (1994)
refers to not only a square-shaped element that encloses a given sym-
bol but also to the outline of an object. This way, the image within the
border indicates a specific instance of the concept represented by the
border element (see Fig. 2.23). This notion of border is similar to con-
tainment by Engelhardt (2002).

Elements involved in containment and superimposition usually take
certain syntactic roles, which are based on transformation or further
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Figure 2.23: Phone book. Based on (Horton, 1994, p. 186) using OpenMoji.

specification of themeaning. Engelhardt (2002) identifies several other
syntactic roles (e.g. node, label, separator, connector, etc.) but wewill focus
our attention on the ones most relevant to this thesis.

Figure 2.22: Bike,
Road Closed and No
cycling.

In the case of containment, there are two different roles: a container
element and a content element (contained). The meaning of a container-
based symbol is the outcome of the combination of the elements. An
example can be observed in Fig. 2.22, which shows the pictogram for
“bike”, the symbol for “road closed” and a symbol that is the combi-
nation of the two through containment, normally assigned with the
meaning “no cycling”.

Engelhardt (2002) alsomentions the role ofmodifier, in which an ele-
ment is superimposed on another, changing its meaning (for an exam-
ple, see superimposition in Fig. 2.19). Similarly, comics are considered to
have a language system, in which certain elements have specific roles
and can be used to modify or specify meaning (Cohn, 2013; McCloud,
1993; Walker, 2000). For example, elements, such as droplets, spikes, or
spirals, are shown to signal an emotional state when positioned around
the head of a character (Ojha, Forceville, and Indurkhya, 2021).

A correspondence can be made with linguistic analysis by resorting
to the notion of morphemes. Morphemes are considered as the small-
est meaningful components of speech, for example, the word “sleep-
walk” has two morphemes “sleep” and “walk”. Engelhardt (2002,
p. 24) refers that the distinction between freemorphemes (occur by them-
selves) and boundmorphemes (occur attached to othermorphemes) can
also be made in graphic objects. In this sense, content objects (e.g. a
cigarette drawing) could be seen as free morphemes,modifiers (e.g. a red
cross to imply prohibition) as bound morphemes, and some containers as
free (folder) while others as bound (blue circular in traffic sign).

Figure 2.24:
Indexical line (top),
upfix (middle)and
eye-umlaut (bottom).
Adapted from Cohn
(2013).

Cohn (2013) addresses this topic and refers that visual languages
use the same strategies of morphological combination as verbal lan-
guages (e.g. prefix as morpheme placed in front, suffix as placed at the
end, etc.). Cohn (2013) provides a list of strategies used in comics,
for example: affixation by using “carriers” (e.g. the speech balloons),
which are related to the notion of container), indexical lines (e.g. lines to
indicate motion, see Fig. 2.24) and upfixes (e.g. elements placed above
a head, see Fig. 2.24); and suppletion (one morpheme fully replaces
another) by using eye-umlaut (replacing the eyes with elements, see
Fig. 2.24). Recently, Cohn and Foulsham (2022) analyse conventional
and unconventional face-upfixes in comics and emoji.
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Figure 2.25: Chinese characters for root, tree, woods and forest (left to right).
Root can be obtained by adding a line to the tree character; woods character
can be obtained by combining two tree characters; forest can be obtained by
combining three tree characters (Yan et al., 2013).

Overall, these syntactic roles are considered to be crucial for the pro-
duction of composite symbols (Engelhardt, 2002). Moreover, it is often
the case that several composite symbols share a given visual vocab-
ulary and a compositional grammar, being considered as belonging
to a “family”. Returning to the example shown in Fig. 2.22, the sym-
bols are part of the “traffic sign grammar”, in which it is often the case
that a symbol uses a container object related to a specific meaning (e.g.
permission or prohibition) and a content object (e.g. car). In the next
section, we will give some examples of visual language systems.

2.4.4 Visual Language Systems

The aspects described in the previous sections are the foundation for
the development of visual language systems. As stated by Reale et al.
(2021), writing evolved from expression of the meanings to the ex-
pression of the sounds. The earliest writing systems were composed of
logograms, which represented concepts. Later, there was an evolution
towards phonographic systems, in which characters were used to repre-
sent sounds instead of concepts. Nonetheless, there are still writing
systems that employ both phonographic and non-phonographic strategies
(e.g. Chinese).

Chinese writing is particularly interesting for its multiple categories
of characters (Hew et al., 2012; Qiu, 2000). For example, some charac-
ters have a pictographic nature, for example the character used to rep-
resent “tree” (see Fig. 2.25). These characters belong to the formation
category known as Pictogram Chinese Characters and are the result of
an evolution process from more pictorial to more abstract. Other char-
acters are considered ideograms, for example the character for “root” is
produced by adding a line to the bottom of “tree”. Some characters are
categorised as Ideogrammic Compounds Chinese Characters and can be de-
composed into others, revealing that the concepts behind them are se-
mantically related, for example “woods” is composed of two trees (see
Fig. 2.25). Despite this, most Chinese characters are actually phono-se-
mantic, combining phonetic with semantic.

More recently, several non-phonetic languages have been developed,
in which signs express meaning instead of sounds – these are called
semasiographies. The development of these languages was motivated
by multiple reasons, among which the dream of a universal language
(Horton, 1994). Reale et al. (2021) identify several non-mutually exclu-
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Figure 2.26: Blissymbols by Charles Bliss

sive categories intowhich existing semasiographies can be grouped. In
the following paragraphs, we present the most relevant categories by
giving examples of existing semasiographies.

One of the best known visual language systems was proposed by
Bliss (1965), who developed a communication system composed of
several hundreds of ideographs that can be combined to make new
ones –Blissymbols. Several things can be observed by looking atBlissym-
bols: such as a variation in terms of abstraction degree (there are both
pictorial and abstract symbols); by combining symbols, new meanings
are obtained (examples in Figure 2.26: pen +man = writer,mouth + ear
= language); by using the same symbols in a different position, a new
meaning is obtained (see symbols water/rain/steam/stream in Fig. 2.9).
Blissymbols have been used as a method of Augmentative and Alterna-
tive Communication (AAC) since the 1960s (Lin and Biggs, 2006).

The first category of semasiographies is precisely iconic languages
used for AAC, which are used to facilitate communication for people
with disabilities. Another example is Picture Communication Symbols
(PCS), which has asmain goal to provide symbol-based products, train-
ing and services for individuals with special needs. When compared
to other pictogram-based systems, its symbols are more colourful and
representational (givingpreference to human expressions over abstract
graphics, e.g. a smiley face instead of a heart to represent “like”) (Lin
and Biggs, 2006).

Figure 2.27: ISOTYPE
examples. Adapted
from Neurath (1936).

The second category by Reale et al. (2021) that we want to mention
is Art and Graphic Projects. One example of this category is ISOTYPE (In-
ternational System of TYpographic Picture Education), which was de-
veloped by Otto Neurath and Gerd Arntz with the purpose of making
the developments in society clearer by using pictorial statistics (Jansen,
2009; Neurath, 1936). In ISOTYPE the first step was to develop symbols
that would be easy to understand and to remember (e.g. pictogram of
“shoe” and “works”/“factory” in Fig. 2.27). Then, these could be com-
bined to represent other concepts (e.g. “shoe factory”, “shoes made by
machine” and “shoes made by hand” in Fig. 2.27).

Another example from the category of Art and Graphic Projects is Ele-
phant’s Memory, which was created by Timothee Ingen-Housz with the
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Figure 2.28: VCM examples. Source: Lamy et al. (2008).

goal of fostering new ways of envisioning communication (Lin and
Biggs, 2006). One interesting aspect is that it is a non-linear language,
enablingmessages to bewritten and read fromdifferent starting points
(Reale et al., 2021).

The third category that we want to mention is Sectorial Visual Lan-
guages, which is described as being conceived for specific purposes
(understood as specific domains). One example is VCM (Visualisation
des Connaissances Médicales; Visualisation of Medical Knowledge), which
is an iconic language designed by Lamy et al. (2008) with the goal
of facilitating the use of recommendations provided in drug mono-
graphs. The language is based on combinatorial graphical grammar
and a small number of graphical primitives (see Fig. 2.28). It can be
used to represent diseases, physiological states, life habits and other
aspects described in drug monographs.

Finally, Reale et al. (2021) mention a category related to Emoji. Two
examples are: the Sitelen Emoji, which is a project released in 2019 that
assigns emoji to each word of the constructed language Toki Pona;8 and
Emojese,9 which is a project released in 2021 that explores the construc-
tion of a written language using emoji.

Other categories have been proposed butwe refer the reader to Reale
et al. (2021) for amore detailed description. Reale et al. (2021) compare
existing semasiographies in terms of four characteristics: composition-
ality (elements can be combined to produce a representation whose
meaning is the semantic composition of the original meanings), iconic-
ity (relation between the visual signifier and the signified), universality
(not bound to a specific area) and language independence (not related to
a specific language). In the comparison, an additional semasiography
is also included: IKON. Reale et al. (2021) present IKON, which was cre-
ated with the purpose of satisfying the four characteristics identified,
thus improving the existing offer for visual communication.

Partially aligned with what was described in the previous sections,
Reale et al. (2021) identify the most common ways of building non-
phonographic characters: pictograms (represent what they mean), pic-

8 sites.google.com/view/sitelenemoji/home
9 emojese.org/

http://sites.google.com/view/sitelenemoji/home
http://emojese.org/
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tographic scenes (combination of elements to describe a different con-
cept), metaphorical/symbolic signs (using elements in a combination as
metaphoric reference), abstract signs (concepts represented using ab-
stract elements) and hyperonymic combinations (pictographic represen-
tations are combined to represent a common category).

Overall, from the analysis to the existing visual languages, one can
easily observe the importance of compositionality (e.g. new meanings
result from the combination of individual elements in Blissymbols) and
syntactic roles (e.g. containers in ISOTYPE and modifiers in VCM) for the
production of visual representations of concepts.

2.5 SUMMARY

In this chapter, we started by identifying perceptual features that can
be used in the visual representation of concepts. Then we focused on
concepts and described the aspects that should be considered when
producing visual representations for a given concept. Afterwards, we
shifted our attention to how visual features andmeaning can be linked
through Semiotics. The last part of the chapter describes topics related
to visual grammar, such as the structure of graphic representations, re-
lations among elements and different syntactic roles. In summary, we
identify the following important aspects:

• the identification of prototypical features;

• considering affordances in representation;

• conceptual extension and using properties from related concepts;

• the use of visual properties to confer meaning, through semiotics;

• the combination of elements to achieve different meanings and
the use of syntactic roles.





3COMPUTAT IONAL APPROACHES TO V I SUAL
REPRE S ENTAT ION OF CONCEPT S

In this chapter, we provide an overview of the state of the art of compu-
tational approaches to the visual representation of concepts. First, we
briefly describe three research areas: Computational Design, Computa-
tional Creativity and Computational Co-creativity. Then, we focus on con-
crete computational approaches.

3.1 CORE TOP ICS

This Section introduces concepts that we consider crucial to frame the
work described in this thesis. We focus on three topics: Computational
Design, Computational Creativity and Computational Co-creativity. Even
though they partially overlap, it is important to distinguish them.

3.1.1 Computational Design

Computational Design can be directly interpreted as the process of de-
signing using computational means. Although this interpretation is
not wrong, it is too broad and encompasses many distinct subjects.
First, by using the aforementioned interpretation, one has to consider
the act of designing using software like Adobe Illustrator. This interpre-
tation is made, for example, by Martins et al. (2019b), who refer to
proprietary design software as “conventional computational design
tools”. Despite this, considering the use of such software as Compu-
tational Design is, in our perspective, a lesser use of the term, in the
sense that, in most cases, the computer is not more responsible for the
design than a pencil would be for a drawing.

A similar view is expressed byWorrall (2020) in the context of audio
design and production, who highlights the distinction between using
software (e.g. Audacity) for audio editing, mixing, etc., and taking ad-
vantage of computational power to employ algorithms in the design
process. Examples of the latter are the use of real-time responsiveness
to user input or environment (Richardson, 2017), the introduction of
analogy-based procedures (Gero, Grace, and Saunders, 2008; Goel,
2019) or case-based search strategies (Ayzenshtadt et al., 2017), and
the implementation of methods for personalised curiosity modelling
(Grace et al., 2017). As such, Worrall (2020) uses the term “Comput-
erised Design”1 to refer to the former, which encompasses Computer-

1 An important note should be made on the term “Computerised”, which is used dif-
ferently by Lelis (2021) to characterise smart brands that make use of real-time data
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Part II

TURN ON THE BLENDER

It all has to start somewhere: the reading of the first page,
the writing of the first words, the implementation of the
first function or, aswe prefer to see it, the click of a blender’s
ON button.
In this part, we describe the start of our explorations, which
go from the analysis of blends with the goal of gathering
knowledge, to the implementation of a system that connects
the conceptual side with the visual side.
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Indeed, blends seem to be omnipresent in everyday life,
filling up nearly every corner of our existence,
regardless of our awareness or unawareness of their presence.
— Adam T. Warchoł (Warchoł, 2018, p. 75)

In the previous chapter, we described existing computational ap-
proaches that are related to the visual representation of concepts. Some
of the approaches are based on a kind of creativity that is referred to
as combinational by Boden (1998), in which preexisting ideas and con-
cepts are combined in ways considered novel. Related to this is the
notion of bisociation (“bisociation of matrices”) introduced by Koestler
(1964). Koestler (1964) proposes that creativity occurs based on the
unusual overlap of ideas drawn from different domains of knowledge
(see Fig. 4.1). This combinational view has been studied by Fauconnier
and Turner (2002), who proposed a framework for conceptual blend-
ing in which two input concepts are combined to produce a new one
called the blend.

Figure 4.1: Illustration ofKoestler’s theory of bisociation. The situation or idea
L, in which two self-consistent but normally incompatible frames intersect
(M1 and M2). Source: (Koestler, 1964).

On the other hand, as explored in Chapter 2, visual language sys-
tems often use combinatorial strategies, producing new symbols by
combining existing ones. These strategies are especially useful for con-
cepts that do not have a simple translation into a visual representation,
as pointed out in Section 2.2.2.

For example, consider the conceptEnglish Pub. AsUngerer and Schmid
(2006, p. 39) point out, it is difficult to picture a line drawing of En-
glish Pub. However, a possible solution may resort to the combination
of house or building and beer, which may be used for its representation,
despite not covering the full scope of what an English pub is. Another

73
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example is the concept mammal, which comprises many different ani-
mals, e.g. dogs, mice, elephants, etc. In this sense, there is not a com-
mon shape that can be used to represent mammal but, as Ungerer and
Schmid (2006, p. 86) state, the concept highlights important attributes
such as “born from the mother’s womb” and “fed by milk from the
mother’s body”. Following this viewpoint, a combination between dif-
ferent visual representations (e.g. baby, mother and milk) may pro-
vide a way to represent the concept mammal.

For the visual representation of concepts, we identify two levels in
which combinatorial processes are used: conceptual and visual.

In this chapter, we will address these two levels by first briefly in-
troducing the reader to conceptual combination and blending, and then
focusing on visual blending.

4.1 CONCEPTUAL COMB INAT ION AND BLEND ING

In section 2.2, we provided an introduction to concepts, which we de-
fined as dynamic abstractions that refer to ideas, objects or actions.
When it comes to producing novel concepts, one can recall different
tasks, such as conceptual invention and formation, which involve the dis-
covery and creation of novel concepts. However, the creation of con-
cepts is not the focus of this thesis. Instead, we are interested in how
existing concepts can be used to (visually) represent other concepts
through combination.

Briefly, the process of combining two or more concepts into a novel
concept is referred to as conceptual combination. Different cognitive pro-
cesses can be been identified as having a role in how concepts are com-
bined, among which conceptual blending (Chan et al., 2017). Over-
all, conceptual combination can be considered to encompass twomain
topics of study: one related to linguistics, involving the process of how
words can be put together to create novel terms; and one related to how
concepts are combined in cognition, giving rise to novel concepts. The
two levels are interrelated, although sometimes studied separately.

4.1.1 Combining concepts

On the linguistic level, the study of conceptual combination often con-
cerns language compositionality and the interpretation of compounds.
For example, in adjective-noun compounds, e.g. red ball, the nominal
part (“ball”) can be seen as the basic level category, which is modified
by the adjectival element (“red”), interpreted as the assignment of a
colour to the ball. In thisway, amodifier-head structure exists, inwhich
the first element modifies the second (Ungerer and Schmid, 2006).

Differently from adjective-noun compounds, in noun-noun combi-
nations, e.g. apple juice, there are two basic level nominal categories
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(e.g. apple and juice). Despite using the same word formation, noun-
noun compounds have a more complex way of functioning.

Costello and Keane (2000, 2001) propose different types of inter-
pretation for noun-noun compounds, mentioning that some are more
common than others and that other typesmay exist. The five types pro-
posed by Costello and Keane (2000, 2001) are:

• Relational – a relation is established between the two parts (e.g.
an apartment dog is a small dog that lives in an apartment);

• Property – a new concept is created by transferring a property
from one concept to the other (e.g. an elephant fish is a big fish);

• Conjunctive – the combined concept is an instance of both parts
(e.g. pet bird is both a bird and a pet);

• Hybrid – the combined concept is a blend of the two concepts
(e.g. drill screwdriver is a two-in-one tool with features of both a
drill and a screwdriver);

• Known-concept – the compound describes another concept re-
lated to the ones being combined (e.g. cow house describes byre).

From the examples given in these types, one may notice how the
noun-noun compounds can also be seen as having a modifier element
(the first word) and a head element (the second word). According to
Costello and Keane (2001), properties are normally transferred from
the modifier concept to the head.

However, this modifier-head structure does not always work in the
same way – the second element of the compound is not necessarily the
conceptually dominant part (Ungerer and Schmid, 2006). For exam-
ple, in orange juice one may extract attributes like “liquid” and “served
in glasses” from the second element (“juice”), and “made from or-
anges” and “orange in colour” from thefirst element (“orange”),which
has a high impact on the meaning of the compound. This shows that
the first element can be seen as having equal or even greater impor-
tance than the second one. Moreover, different kinds noun-noun com-
pounds exist. For example, orange juice is based on type-of relationship
and shoelace is based on part-whole.

Costello and Keane (2000) describe what is referred to as the Con-
straints theory, which focuses on explaining the creativity and effi-
ciency of conceptual combination. According to Costello and Keane
(2000), in a process of conceptual combination three constraints should
be satisfied: diagnosticity, plausibility and informativeness. Diagnosticity
gives importance to the presence of diagnostic properties from each
of the elements of the compound, for example “prickly” is more diag-
nostic of cactus than “green”, hence a cactus fish is more likely to be a
prickly fish than a green fish. Plausibility gives importance to elements
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that have occurred together, based on past experience. For example,
an angel pig as a “pig with wings on its torso” is more plausible than
as a “pig with wings on its head”. Informativeness gives importance
to interpretations that communicate something new, e.g. an interpre-
tation of pencil bed as a “bed made of wood” would be low on infor-
mativeness, whereas a “bed with a pencil-like shape” would be high.
Other theories of conceptual combination exist, e.g.Composite Prototype
(Hampton, 1987), but they are not within the scope of this thesis.

An aspect to be considered in compounds is compositionality, which
can be seen as the degree to which the meaning of a compound can be
derived from its parts (Roberts and Egg, 2018). For example, apple juice
is a compound with a high degree of compositionality.

Other compounds have a lower degree of compositionality, being
strongly linked to aspects that are not directly related to the elements
that constitute them. An example is wheelchair (Ungerer and Schmid,
2006), which does not solely rely on the categories wheel and chair but
also draws from others, such as invalid. The meaning derived from
these additional categories can be seen as an emergent conceptual struc-
ture, which goes beyond the process of conceptual combination.

4.1.2 Conceptual Blending

Fauconnier and Turner (2002) introduce Conceptual Blending (or Con-
ceptual Integration) as a cognitive operation in which two input men-
tal spaces are brought together, producing a new blended space. Their
work was initially motivated by the study of cognitive phenomena,
such asMetaphor andAnalogy, which they identified as only a subset of
the range of conceptual blending phenomena (Fauconnier and Turner,
1998). Mental spaces, which are key in the definition of Conceptual
Blending, are understood as conceptual packets that are dynamically
built during discourse (Fauconnier, 1994), composed of elements (con-
cepts) and connections among them, being context-dependent and not
necessarily faithful representations of reality (Ungerer and Schmid,
2006;Warchoł, 2018).With their proposal of Conceptual Blending, Fau-
connier and Turner (2002) provide a notion of emergence of meaning
(as observed inwheelchair), based on the assumption that language and
thought are not strictly compositional and do not rely exclusively on
projection processes (Evans and Green, 2006, p. 402) – i.e. a blend is
considered to be more than the sum of its component parts.

In Conceptual Blending, two (or more) input spaces are linked by us-
ing a third space called generic space (see Fig. 4.2). The generic space
has information that is common to the input spaces, allowingmapping
to occur between its elements and their counterparts in each of the in-
put spaces. The mapping then motivates the establishment of cross-
space mappings between the input spaces. When creating these connec-
tions between spaces, different kinds of integration networks may be
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Figure 4.2: Classical model of Conceptual Blending.

used. Fauconnier and Turner (2002) identify four main types of inte-
gration networks, summarised below (Warchoł, 2018, p. 60):

• Simplex: only one input contains a frame, which is used to struc-
ture the blend;

• Mirror: Both inputs contain the same frame, which is used to
structure the blend;

• Single-scope: Both inputs contain distinct frames, one of which
is used to structure the blend;

• Double-scope: Both inputs contain distinct frames and the blend
is structured by aspects of both input frames.

The cross-space mappings that occur between the two input spaces are
based on what are referred to as vital relations, which include image
schemas (e.g. PART-WHOLE), basic correlations (cause-effect), place, time,
etc. (Fauconnier and Turner, 2002). Using these cross-spacemappings,
a fourth space is produced: the blended space. The blended space con-
tains information projected from the two input spaces but also a new
emergent conceptual structure, which is unpredictable from the input
spaces and not originally present in them.

The projection of elements occurs in a selective manner, as not all el-
ements from the input spaces are present in the blended space. Three
processes are considered to take place in the construction of the blended
space (Fauconnier and Turner, 2002, p. 47-48):Composition,Completion
and Elaboration. Composition consists in bringing conceptual content
from the input spaces into the blended space. Completion is under-
stood as retrieving additional elements that may be necessary for the
blend. Elaboration is an open-ended process, often referred to as “run-
ning” the blend. In this process, the consistency and correctness of the
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blend are tested, which may result in the blend being enriched with in-
formation considered pertinent or interesting. The open-ended nature
of this process relies on the fact that it can vary in terms of enrichment.

As Ungerer and Schmid (2006, p. 265) highlight, the open-ended na-
ture of conceptual blending raises questions in terms of the limits of the
emergent structure. In this sense, Fauconnier and Turner (2002) pro-
pose governing principles (also referred to as optimality principles) that
can be used to guide the process of conceptual blending and improve
the quality of the produced blend:

• Topology: concerns the preservation of the conceptual structure
of the input spaces in the blend;

• Pattern Completion: using existing integrated patterns to com-
plete elements in the blend;

• Integration: highlights the importance of producing a blend that
functions as a whole. Ungerer and Schmid (2006) refers to it as
a sort of conceptual “gestalt”;

• Maximisation and Intensification of Vital Relations: the vital re-
lations should be maintained and promoted in the blend;

• Web: when being manipulated as a unit, the blend should main-
tain the network of connections to the input spaces;

• Unpacking: ensures that one can still reconstruct in initial inputs
from the blend;

• Relevance: elements present in the blend should be relevant.

These principles are in competition with each other (Pereira, 2004)
and their adjustment is crucial to make the blending happen, being
responsible for the construction of meaning (Fauconnier and Turner,
2002). In this section, we only provide a brief description of Concep-
tual Blending. For more detail, we refer the reader to Evans and Green
(2006), Fauconnier and Turner (2002), and Warchoł (2018).

The theory of Conceptual Blending has been used for different pur-
poses, from the analysis of artworks (e.g. Warchoł, 2018) to the im-
plementation of computational systems, e.g.Divago (Pereira, 2004). In
this thesis, we explore how it can be used in combination with Visual
Blending, proposing what we refer to as Visual Conceptual Blending.

4.2 V I SUAL BLEND ING

Of the different ways of producing images, one can be referred to as
Visual Blending. It can be defined as a process that consists in creating
a given visual element from merging two or more existing ones.
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(a) L’Amour de Pierrot (b) Hybrid image

(c) Madonna (d) Rubin’s vase

Figure 4.3:Double images: L’Amour de Pierrot by SalvadorDali, 1920 (top left);
Hybrid image combining Albert Einstein and Sigmund Freud (Oliva, 2013)
(top right); Madonna by Salvador Dali, 1958 (bottom left); and Rubin’s vase
(bottom right).
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Figure 4.4: “Vertumnus” (ca. 1590) by Giuseppe Arcimboldo

From a broad perspective, Visual Blending can be considered to en-
compass images producedwith differentmethods.One type is referred
to as “double images” (Oliva, 2013). In these, distinct objects are per-
ceived in a sequential manner, for example seeing different objects de-
pending on the distance from the artwork or on whether the viewer
is observing the image in a global way or focusing on local parts. One
example is L’Amour de Pierrot (1920) by Salvador Dali (see Fig. 4.3a),
in which elements in the composition are positioned in a way that a
second image can be observed (e.g. a skull). Other techniques can be
used to produce such images, for example by combining low spatial fre-
quencies of one image with high spatial frequencies of another, resulting
in what is referred to as “hybrid image” (Oliva, 2013) (Fig. 4.3b), in
which the viewer is able to see a hidden image by squinting their eyes
ormoving away from the artwork. In a similar fashion, some images, re-
ferred to as “camouflage images”, are producedwith the goal of hiding
one or more elements, which the viewer can disclose through attentive
observation (Chu et al., 2010). A different technique consists in using
dots of different colours and brightness to encode multiple contents,
e.g.Madonna (1958) by Dali (Fig. 4.3c). Also worth mentioning are im-
ages referred to as “photomosaics”, in which several images are used
as tiles that construct a global image (Silvers, 1996; Xu et al., 2019). A
similar approach is used with letters by Rebelo et al. (2018).

Another type of image that involves amultistable perception is referred
to as “ambiguous images”. In these, the viewer is presented with an
image that has multiple interpretations, as is the case of Rubin’s vase in
Fig. 4.3d, which can be seen as a vase or two faces, or theDuck-rabbit in
Fig. 4.5. Computational approaches have been developed for the pro-
duction of such images, for example, Machado et al. (2015) employ an
evolutionary strategy to produce ambiguous images.

In this thesis, we focus on a different kind of visual blending: images
that result from the combination of existing ones but are perceived as a
whole (i.e. a single object) and not to be observed in a sequential man-
ner. This kind of visual blending is used in several fields from paint-
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ing (e.g. “Vertumnus” by Giuseppe Arcimboldo, shown in Fig. ??, and
“Picnic in Central Park” by César Santos1) to animated films (e.g. the
character Catbus in “My Neighbor Totoro” by Hayao Miyazaki). Al-
though the simplest form of visual blending can consist in placing one
image on top of another in an integrated manner, more complex pro-
cesses involve the replacement of elements and even the use of image
processing techniques, such as Gaussian pyramids (Burt and Adelson,
1983) and Poisson image editing (Pérez, Gangnet, and Blake, 2003).

Another area in which visual blending is often explored and stud-
ied is Marketing, being used to produce visual metaphors0. Despite this,
most research is centred on the metaphor side and little attention is
given to the visual blending process. In fact, visual blending is often
ill-defined and can be confused with visual metaphor (e.g. Bolognesi,
Heerik, and Berg, 2018; Peterson, 2018).

In this section, we provide an overview of visual blending. We start
by clarifying the distinction between visualmetaphor and visual blend-
ing. Then, we describe two main perspectives that take place when
analysing visual blends: structural and transformational.

4.2.1 Between Visual Blending and Visual Metaphor

Despite being greatly explored, Visual Blending is often overlooked in
existing researchwork, especially in studies of one of its potential uses:
Visual Metaphor. For our study, it is important to make a clear distinc-
tion between the two terms.

Chilton, Petridis, and Agrawala (2019) state that a visual blend re-
sults from a process that merges two objects, each visually represent-
ing or symbolising an input concept. According to their definition, the
two objects cannot simply be placed next to each other and should be
integrated into a new one (the visual blend) in a way that they are still
recognisable and allow the user to infer an association between the in-
put concepts. This definition, as well as a great part of the research
related to Visual Blending, comes from the context of Advertising and
Marketing, specifically from studies that address how visual metaphor
is used to communicate a given message more strongly. In fact, most
studies focus on visual metaphor and the term “visual blending” is ei-
ther poorly defined or completely absent. Even though our focus is on
visual blending, we provide an overview of visual metaphor to make
a clear distinction. It is important to mention that even though adver-
tisements often use visual metaphor, a metaphorical interpretation is
not always the goal and there are also many examples in which images
are used as look-through2 – see examples by McQuarrie (2008).

1 cesarsantos.com/santocesartnet/syncretism
2 Look-through pictures are meant to work as windows to what they depict; look-at

pictures are not representations of objects but of ideas (McQuarrie, 2008).

http://cesarsantos.com/santocesartnet/syncretism
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Metaphor involves a cognitive process of viewing and understand-
ing one domain (target) in terms of another domain (source), in which
one ormore features of the source aremapped on to the target domain,
involving foregrounding, adoption or modification of certain features
(Forceville, 2002a, p. 108; Peterson, 2018; Teng and Sun, 2002). In the
context of metaphor, the term “domain” is used to refer to an entity
or concept and the terms “source” and “target” to indicate the direc-
tionality (Peterson, 2018). A metaphor may occur in different modali-
ties – e.g. verbal, visual or gestural (Ojha and Indurkhya, 2020). In the
case of visual metaphors (also referred to as “pictorial metaphors”),
the source and/or the target are visually represented in an image (In-
durkhya and Ojha, 2017, p. 97). Several authors have studied visual
metaphors in the past (e.g. Bolognesi, 2017; Carroll, 1994; Kennedy,
1982; Peterson, 2018; Zantides et al., 2016). Carroll (1994) suggests that
visual metaphors are images composed of discrete elements that usu-
ally do not coexist (noncompossible), which are fused together to pro-
duce a homospatially unified entity. Carroll (1994) also highlights that
the elements are to be perceived simultaneously – in contrast with im-
ages in which the elements can only be sequentially perceived, e.g.
the duck-rabbit figure (see Fig. 4.5). Carroll’s approach is analysed by
Forceville (2002b), who refutes the requirement of homospatially and
noncompossibility in a visual metaphor, mentioning that not all visual
metaphors have a hybrid nature. Bolognesi (2017) acknowledges that
different views on visual metaphor exist and formulates an encom-
passing definition in which “prototypical visual metaphors are (or bet-
ter, can be found in) highly structured images that present perceptu-
ally-based incongruities that stimulate the viewers to construct cross-
domain mappings to unravel the intended message”. One key aspect
of this definition is that it makes incongruities, defined by Schilpero-
ord (2018, p. 19) as deviations from expectation, a central aspect of vi-
sual metaphor. Similarly, Schilperoord (2018, p. 42) states that anoma-
lousness is a characteristic of images capable of inviting metaphor.
However, metaphor is not a property of such images but instead the
means by which the incongruity is resolved. In other words, one may
say that there are no pictorial metaphors, only images that can stimu-
late a metaphorical state of mind Schilperoord (2018, p. 11). As such,
the viewer attempts a figurative reading to make sense of the image
(Cavazzana and Bolognesi, 2020) and visual metaphor occurs when
the visual incongruity is resolved through a cognitive process based on
a comparison between two terms. In any case, visualmetaphor belongs
to the denotative level and highly depends on cultural knowledge to
occur – two people may interpret the same image differently.

Figure 4.5:
Duck-rabbit illusion

The reason for confusion between visual metaphor and visual blend-
ing resides in the idea that the two completely overlap, e.g. Petridis and
Chilton (2019) state that Visual Metaphors “visually combine objects
in an image in order to compare one to the other”. Visual Blending –
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defined as a process by which two (or more) visual objects are merged
together, creating an image that may be perceived as incongruous –
can produce images that may be interpreted as visual metaphors. De-
spite these being the sort of visual metaphor that is within the scope
of our study, visual blending is not the only mechanism used to create
incongruities – e.g. one-domain incongruities as described by Schilpero-
ord (2018) do normally not involve a visual blending process. In the
same way, not all visual blends are meant to be interpreted as a visual
metaphor. For example, an image of a centaur, which can be seen as a
visual blend between a human and a horse, is not necessarily meant to
be interpreted as a visual metaphor but instead as a representation of
a fictional organism – this is also pointed out by Cavazzana and Bolog-
nesi (2020) who give the example of an angel. Other examples can be
observed in the use of visual blending in icon production, in which
the goal is a concrete interpretation, e.g. an iconic language for medi-
cal purposes by Lamy et al. (2008).

Another aspect that contributes to confusion between visual blend-
ing and visual metaphor resides in the partial overlap in terms of struc-
ture. Categorisation has been one of the topics addressed by researchers
working with visual metaphor, leading to the proposal of several tax-
onomies to identify different types of visual metaphors.

4.2.2 Visual Structure

Forceville (2002a) proposes four subtypes of visual metaphor: (i) pic-
torial similes, in which both terms are fully present in a juxtaposedway;
(ii) MP1 or contextual metaphors (Van Mulken, Le Pair, and Forceville,
2010), in which one of the terms is absent but can still be inferred from
the context; (iii) MP2 or hybrid metaphors (Van Mulken, Le Pair, and
Forceville, 2010), in which the two terms are fused into a single entity;
and (iv) verbo-pictorial metaphors, which include elements from differ-
ent modalities. The fourth subtype is not within the scope of our study,
as we focus on monomodal examples (visual mode).

Phillips and McQuarrie (2004) propose a typology based on two di-
mensions: visual structure andmeaning operation. The former is related to
how the two domains are processed cognitively and involves two types
of operation: connection and comparison. As our focus is on visual blend-
ing as transformation, meaning operation is the least important dimen-
sion of the two. On the other hand, visual structure is key when study-
ing visual blending. Phillips andMcQuarrie (2004) identify three types
of structure, which are in line with the ones proposed by Forceville
(2002a): juxtaposition, in which the source and target are depicted as
complete entities; fusion, in which the two domains are combined to
create a hybrid entity; and replacement in which one of the domains is
omitted and only suggested through context. Phillips and McQuarrie
(2004) frame their typology as an exhaustive list of ways of combin-
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Figure 4.6: Taxonomy by Peterson (2018). Adapted from: (Peterson, 2018).

ing two image elements and state that no other possibilities need to
be taken into account, as they would be either subcategories or a com-
bination of the existing ones. Despite this, the typology is extended
by McQuarrie (2008) by adding three additional types: inclusion, in
which an element includes another element; combination, in which the
two elements are combined to create a third; and removal, which is “one
element without its expected complement”. These new kinds of struc-
tures are not given any visual example and are only described textu-
ally. This aspect is also reported by Peterson (2018), who refers that
the extension is not described in sufficient detail.

Peterson (2018) states that the main issue with the typology pro-
posed by Phillips and McQuarrie (2004) is that it lacks intermediate
types. To address this issue, Peterson (2018)makes a different proposal
for extending the typology (Fig. 4.6), consisting of the following types:
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• identification – one domain is represented pictorially and another
domain textually;

• pairwise juxtaposition – presents two entities completely and sepa-
rately, equal to juxtaposition by Phillips and McQuarrie (2004);

• categorical juxtaposition – the source entity is placed amidst a tar-
get set;

• replacing juxtaposition – one entity breaks a set of selfsame entities,
replacing one instance;

• replacement – one entity is absent and must be imagined by the
viewer using contextual cues, equal to replacement by Phillips
and McQuarrie (2004);

• replacing fusion – part of one entity is replaced by another entity
or part of it;

• fusion – two entities are fused to form a hybrid.

With this extension, Peterson (2018) aims at resolving issues from
the typology by Phillips and McQuarrie (2004). For example, Peter-
son (2018) separates the idea of replacement (replacing fusion) from the
absence of one domain (replacement), whereas Phillips and McQuar-
rie (2004) merge the two in replacement. Peterson (2018) admits that
their typology may not settle all the existing debate and that future
work may lead to improvements (e.g. some types may even collapse).
Nonetheless, from the existing typologies based on structure, we con-
sider the one by Peterson (2018) to be themostwell-suited to our study
of visual blending. Other proposals exist (e.g. Gkiouzepas and Hogg,
2011) but their analysis is not within the scope of this thesis and we
refer the reader to Maes and Schilperoord (2008) and Peterson (2018)
for further details on the topic.

4.2.3 Perceptual features

In addition to structural analysis, several authors have studied the im-
portance of perceptual featureswhen producing visual blends. For exam-
ple, Chilton, Petridis, andAgrawala (2019) identify shape similarity as a
common abstract structure in visual blends anddevelop aworkflow for
visual blending that produces blends based on user annotations of ob-
ject shapes. As follow up, Chilton, Ozmen, and Ross (2020) present a
study on how artists use identifying elements to create blends. Their re-
sults showed that the artists use threemain visual dimensions to blend
objects: colour/texture, silhouette and details. Based on these conclusions,
they describe a visual blending system that takes as input two images
that have been previously determined to have shape similarity. Then, it
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uses other features (colour, texture and internal details) to improve the
blend by allowing the user to select them from the two initial objects.

One of the aspects that we can analyse from the work by Chilton,
Ozmen, and Ross (2020) and Chilton, Petridis, and Agrawala (2019) is
how shape is used to drive the process of visual blending – blends are
produced by matching elements of similar shape. The importance of
shape in establishing a connection between objects has been explored
by multiple people. Schilperoord, Maes, and Ferdinandusse (2009)
show how associative relations between two objects are often facilitated
through Symmetric Object Alignment (SOA). SOA is defined as a design
pattern that creates a perceptual alignment using two types of factors: ob-
ject-constitutive (sensory attributes, e.g. shape, size, colour or texture) and
object-depictment (how the object is displayed, e.g. perspective or orien-
tation). The study by Schilperoord, Maes, and Ferdinandusse (2009)
highlights how these factors can be used to increase the similarity be-
tween objects – e.g. an inverted guitar has a similar shape to a mush-
room cloud caused by a nuclear bomb – which invites the viewer to
connect the depicted objects. Ortiz (2010) contributes to this topic by
analysing how SOA is often based on primary metaphors, e.g. SIMILAR-
ITY IS ALIGNMENT or THE NATURE OF AN ENTITY IS ITS SHAPE. Van Weelden
et al. (2011) present a study on the impact of shape on a task of com-
paring objects placed side by side and their results further support the
view that shape similarity helps the viewer in linking the objects.

Indurkhya and Ojha (2013) employ an algorithm that detects simi-
larity between images based on low-level features (e.g. colour, shapes, tex-
ture, etc.) to study the effect of perceptual similarity on creative interpre-
tation and visual metaphor understanding. Their results suggest that
similarities attract attention and may work as anchors to the viewer’s
imagination in their search for conceptual similarity.

All these studies focus on object alignment in images placed side by
side, which can be seen as a type of juxtaposition. Despite highlighting
the role of perceptual features (among which shape) in stimulating a
mental state of comparison, these studies do not fully align with the
purpose for which shape is used by Chilton, Ozmen, and Ross (2020)
and Chilton, Petridis, and Agrawala (2019) – the ground for exchang-
ing elements when producing a hybrid object. This gap is filled by In-
durkhya and Ojha (2017), who study directionality in visual metaphors
and not only analyse alignment in juxtaposed images but also in cases
of replacement and fusion. According to Indurkhya and Ojha (2017), in
visual metaphors the images include hints or anchors that point to the
intended message – these can be for example text or even the logo of
the brand. Another type of hint that they refer to is the depicted shape
or colour – one example given is how a curled up bottle of water sug-
gests a tube of toothpaste (Indurkhya and Ojha, 2017, p. 109). In this
case, shape is not only used for alignment but to allow the recall of the
replaced element. This type of strategy is studied by Cavazzana and
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Bolognesi (2020) who analyse examples of contextual visual metaphor
(replacement) anddescribesmechanismsused to stimulate comparison.
Cavazzana and Bolognesi (2020) refer to the concept of occlusion shape,
which is defined by Hyman (2006, p. 76) as the shape of the mark one
would need to make on a sheet of glass placed between the observer
and an object to fully hide the object. Cavazzana and Bolognesi (2020)
identify that occlusion shape alignment is used to hint that two things
have similar features. In replacement, the replacing object is often mod-
ified (e.g. in size) to fit the shape of the replaced object. The sharing of
the occlusion shape triggers the mental imagery of the viewer, causing
the recall of the replaced element.

Another example given by Indurkhya and Ojha (2017) is a fusion
between hands and pliers: the hands replace the tip part of the tool.
Even though the hands do not have an exactly matching shape, they
are positioned in a way that they recall the part that they replace. This
last example is the sort of mechanism used by Chilton, Ozmen, and
Ross (2020) and Chilton, Petridis, and Agrawala (2019) – choosing a
replacement that is similar in shape.

As such, it is possible to identify different purposes of shape simi-
larity depending on the type of blend: in juxtaposition, the alignment
of shape in objects placed side-by-side stimulates comparison and in-
creases the chances ofmetaphorical interpretations; in replacement, sim-
ilar shapes are used to facilitate the recall of the replaced element,
which helps the viewer to construct the message; and in fusion it not
only facilitates the recall but also allows for a higher coherence among
the object’s parts, helping the viewer to perceive the hybrid object as
a whole (a better merged image). Although we are focusing on shape,
the same may occur with other perceptual features, e.g. colour. In fact,
colour alignment is often used for producing coherent and realistic
blends, especially when using fusion – see for example the analysis of
visual blends by Martins et al. (2015) (also mentioned in Chapter 15).

In summary, perceptual features can be used at two different stages
of the blending process. First, they can be used as a driver of the blend-
ing process, providing aid when deciding which elements should be
linked and, depending on the type of blend, exchanged, based on their
characteristics. Then, perceptual features can also be used to make el-
ements seem similar by applying transformations, e.g. to make a re-
placement element better recall the replaced one.

4.2.4 Transformational perspective

As we have seen in the previous section, finding elements with shared
properties makes it easier to not only establish a connection between
them when using them on a juxtaposition blend but also to facilitate
the exchange process in replacement and fusion. Nonetheless, it often
occurs in visual blending that transformations occur beyond a simple
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exchange of parts, for example, to make objects seem similar, as we
have previously noted.

One issuewith structural classifications is that their categories are of-
ten too broad and include too many different types of transformation.
Schilperoord, Maes, and Ferdinandusse (2009, p. 158) mention how
some of the authors of existing classifications admit to the possibility
of subcategories but consider them as irrelevant for not affecting con-
sumer response – this is the case of Phillips and McQuarrie (2004) re-
garding horizontal and vertical arrangements in juxtaposition. Despite
providing some insight into perception impact, a purely structural clas-
sification is too high level in the way that it does not exactly explain
how the blending process occurs transformational-wise. Schilperoord,
Maes, and Ferdinandusse (2009, p. 170) point out how in the case of
juxtaposition a distinction is not made in terms of perceptual variation,
encompassing several types of transformation, for example, SOA. This
is an issue because, evenwithin juxtaposition, different transformations
(e.g. ways of positioning) may lead to different interpretations. The
proposal by Peterson (2018) solves some of the issues related to jux-
taposition from the categorisation by Phillips and McQuarrie (2004),
for example by distinguishing juxtapositions of one-vs-one and one-vs-
many. However, other issues have not been addressed, for instance, in
the case of one-vs-one juxtaposing, the goal is often to stimulate compar-
ison but it may also be to achieve ameaning based on compositionality –
e.g. when juxtaposing a comics character with amodifier element. This
lack of detail in regards to change mechanisms is especially problem-
atic in the case of fusion, in which the blending process often resorts to
several transformations.

On the other hand, the task of defining new categories is also a chal-
lenge. For example, by observing the three additional types proposed
byMcQuarrie (2008) – inclusion, combination and removal – one may ar-
gue that they are closer to a transformational perspective than to a struc-
tural one. We consider that the main difference between the two per-
spectives resides in their focus.While perspectives based on visual struc-
ture usually consider two domains as input and focus on how they are
represented in the image, in transformational approaches the input are
two visual representations and the focus is on identifying the neces-
sary visual transformations to produce a merged image. The latter ap-
proach is the most useful when implementing a computational system
for visual blending.

This can be observed in the recent approaches followed by authors
working on visual blending: they are not so much focused on struc-
ture but rather on specific transformations. In the system presented by
Chilton, Ozmen, and Ross (2020), after an initial shape matching pro-
cedure, transformations are used to improve the blend, such as colour
change, silhouette change and addition of details. Similarly, Cavazzana and
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Bolognesi (2020)mention thatwhen taking advantage of occlusion shape
similarity, elements are often changed in size to produce a better fit.

Ye et al. (2019) present a taxonomy of object transformations, which
resulted from the analysis of an initial subset of 42 images and was
then used to annotate 4,064 images. Their taxonomy is the following:

• one type of texture – a textured is borrowed from another object;
• texture from separate objects – a texture is created through the com-

bination of small objects;
• object inside another;
• object with missing part;
• hybrid object – an object is created with parts of other objects;
• bent object – a distortion in shape occurs;
• liquid deformed object – a distortion in a liquid shape occurs;
• context replacement – one object is placed in the context of another.
These categories are notmutually exclusive, thus a single imagemay

be assigned more than one category. One aspect that may be consid-
ered is that not all the transformations seem to be on the same level:
some are focused on perceptual features and element parts, while oth-
ers concern the object as a whole. The latter is aligned with structural
taxonomies presented earlier: hybrid object and context replacement can
be considered similar to the fusion and replacement from (Phillips and
McQuarrie, 2004). In fact, Ye et al. (2019) report that these two cat-
egories are the most used ones and, given that the categories are not
mutually exclusive,we believe that different topics are treated as equal,
mixing two levels of analysis into one taxonomy. Regarding the re-
maining transformations, it is easy to identify that there are two main
types: perceptual (e.g. texture from separate objects) and structural (e.g.
object inside another).

It is important to highlight that a transformational perspective does
not solve all the issues identified in structural approaches but may
provide a more objective way of comparing different types of visual
blends. We consider that the taxonomy by Ye et al. (2019) is a compre-
hensive list of transformations. In Chapter 5, we return to this topic
and describe a study focused on visual blending transformations.

4.3 REQU IREMENTS FOR CONCEPT V I SUAL REPRESENTAT ION

As addressed in Chapter 3, different computational approaches can
be used to visually represent concepts. In this thesis, we explore the
visual representation of concepts through blending. The idea of repre-
sentation through combination is not novel, being a common method
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to produce vocabulary in visual languages. Horton (1994) makes ref-
erence to it in the following passage on how to produce icons that vi-
sually represent a given concept:

Draw a simple image already associatedwith the concept youwish
to represent. If you cannot do this, then: represent the concept by
combining familiar images in a simple way.
(Horton, 1994, p. 19)

In the previous sections, we have described how concepts can be
combined to achieve different meanings and how images can be com-
bined to produce novel representations. On the one hand, Conceptual
Blendingwas introduced as a way to produce novel ideas. On the other
hand, Visual Blending was introduced as a process in which several
techniques can be used to combine images into a single output. The
connection between the two levels – visual and conceptual – has been
explored in the past, for example in the use of conceptual blending for
the analysis of posters (Warchoł, 2018).We argue that the combination
of the two levels can be explored for the purpose of visual representa-
tion of concepts. The work described in this thesis is focused on the
exploration of this combination.

For the implementation of a system that visually represents concepts,
we identify a set of necessities that need to be addressed. Some of them
are related to the conceptual level, others to the visual and the remain-
der to how the two levels can be connected. In this section, we will de-
scribe what we consider key aspects for the implementation of a visual
blending-based system for the visual representation of concepts.

4.3.1 Conceptual Exploration

As we have seen in Chapter 2 (Section 2.2), one of the strategies for
conceptual reasoning is related to the extension to other concepts. For
example, if one does not know what a Xoloitzcuintle, they can be en-
lightened by the description that a Xoloitzcuintle is a type of dog (i.e. a
Mexican hairless dog). On the other hand, if one has to visually rep-
resent a general concept like flower, they will most likely resort to a
specific flower, such as rose. In this sense, one of the requirements for
a system that visually represents concepts is the ability to explore the
conceptual space and make use of links between concepts.

This aspect is mentioned by Featherstone (2019, p. 38), who states
that work on combinational creativity requires a knowledge base as in-
put. Examples of knowledge bases are semantic networks of common
sense knowledge, such as ConceptNet (Liu and Singh, 2004; Speer and
Havasi, 2012). Moreover, the system is also required to be able to estab-
lish connections among concepts in a “useful” manner (Featherstone,
2019). This ability to establish and explore connections is the founda-
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tion for what we refer to as “conceptual extension” – representing a
given concept by resorting to others.

4.3.2 Visual Knowledge

The capability to explore the conceptual space is important for the gen-
eration of visual representations but there is yet another aspect that is
essential to consider. We may be able to extend a given concept to oth-
ers to allow its representation. However, the limits of the system’s rep-
resentation potential depend on its visual knowledge. For example, a
systemmay extend the concept animal to dog but it will still not be able
to visually represent it if there is no visual representation or visual at-
tributes related to dog. Thus, for the visual representation of concepts,
the requirement of a knowledge base is not only related to the concep-
tual level but also to the visual one – a source of knowledge of visual
properties is also a requirement for the production of visual artefacts.

4.3.2.1 Conceptual Reach

The sort of knowledge required obviously depends on multiple fac-
tors. First, it depends on what sort of content is to be represented. For
example, the visual representation of emotions is explored by Lopes,
Cunha, and Martins (2020) and of actions by Cruz, Hardman, and
Cunha (2018). Second, it depends on what sort of visual representa-
tion one wants to achieve. As we have seen in the Chapter 2, there are
many aspects involved in the production of representations of concepts
– from the use of perceptual features, such as colour or shape, to the
combination of more complex elements, such as icons. In any case, a
main limitation of the system will be on the conceptual reach of the vi-
sual knowledge. For this reason, the system should be fed with a con-
siderably large knowledge base to make it conceptually flexible (e.g.
use a large dataset of input images).

4.3.2.2 Structural Flexibility

Another limitation related to the knowledge base on visual properties
has to do with the type of data. Different types of data involve differ-
ent processing methods. For example, if a system uses a dataset of
colour meanings, its use in a visual blending system is low on com-
plexity. On the other hand, if a dataset of raster images is used, image
processing techniques will be needed for a visual blending process to
take place. In our work, we take advantage of Scalable Vector Graph-
ics (SVG) datasets, which facilitate the process of blending (more detail
will be given in the following chapters).
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4.3.3 Visual-conceptual Alignment

Having mentioned aspects related to the conceptual level and to the vi-
sual level, one last topic concerns the connection between the two. Ide-
ally, in a system for the visual representation of concepts, the concep-
tual side and the visual side should influence each other. On the con-
ceptual side, a system may search for ways to represent a given con-
cept by resorting to others but, at the same time, the system should be
aware of its visual knowledge limitations. On the visual side, the sys-
tem should be able to use conceptual information to guide the process
of representation, in our case the process of visual blending.

In a context of visual blending for the visual representation of con-
cepts, an ideal alignment between the two levels would require the vi-
sual knowledge base to be previously complemented with semantic in-
formation (e.g. an element representing a head should be assignedwith
information that allows the system to know that it represents a head).
This way, the system would be based on an integration of both levels,
in line with what we refer to as Visual Conceptual Blending. Briefly, the
basic notion of visual conceptual blending consists in conducting a vi-
sual blending process with a strong conceptual grounding, in which
the conceptual level works as a guide and contributes to the overall
quality of the final blend. We will return to the topic of Visual Concep-
tual Blending throughout the thesis, especially in Chapter 15.

4.4 SUMMARY

In this thesis, we focus on the visual representation of concepts using
blending. Our approach can be divided into two different levels: con-
ceptual and visual. In this chapter, we introduced these two levels.

We started bydescribing conceptual combination andpresenting the
different aspects of Conceptual Blending. Then, we shifted our attention
to the visual side and provided a description of Visual Blending, men-
tioningwhat it encompasses and the different perspectives that should
be considered when analysing or producing visual blends. In the last
part of the chapter, we combined the two levels and identified the as-
pects that should be taken into consideration when implementing a
blending-based system for the visual representation of concepts.
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In the previous chapter, we provided an overview of Visual Blending,
Visual Metaphor and existing related research (Section 4.2). Although
research on these topics is often framed within the field of Marketing
and Advertising, our interest does not reside in these fields, focusing
neither on ads nor on visual metaphor, but mainly on visual blending,
specifically how visual blends can be produced.

As the main motivation behind our work is the implementation of
computational systems for visual blending, we consider the collection
of knowledge on the visual blending process to be a requirement. Such
knowledge can be employed in the development of systems that pro-
duce visual blends or aid the user in their production. Our focus re-
sides on studying how the process of visual blending occurs, specifi-
cally the set of techniques that are used.

Following the analysis of existing categorisations conducted in the
previous chapter, we now propose a taxonomy of transformations that
can be used in the production of visual blends. Then, we use the pro-
posed taxonomy in the analysis of two image datasets that include vi-
sual blends (VisMet and Emoji Kitchen), focusing on the different types
of transformation used. The two datasets are different in nature: Vis-
Met is a dataset focused on visual metaphors, which includes both
photorealistic and non-photorealistic images; and Emoji Kitchen is a
non-photorealistic set of images produced through the combination
of emoji with no intended meaning.

Our goal is to identify strategies that can be used when implement-
ing computational systems for the generation of visual blends. Our
study aims to explore two main questions:

• To what extent is it possible to identify the transformations of-
ten used in the production of visual blends and derive general
transformational patterns?

• How can our findings be used in a computational system for the
generation of visual blends?

With this chapter, we aim to contribute to the study of visual blend-
ing by focusing on the different transformations that can be used to
produce blends.

5.1 CONTEXT

The process of visual blending encompasses several aspects that affect
how a given blend is produced. On the one hand, visual blending can
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Figure 5.20: Blending between face without mouth U+1F636 and grinning face
U+1F600. Adapted from: Emoji Kitchen and Noto Emoji.

to the interpretation of foreseeing a future related to royalty. The in-
terpretation of the other solution, “crown on top of the crystal ball”,
may be considerably different. This shows that different combinations
lead to different meanings and that certain visual elements have spe-
cificmeanings associated, whichmay have a great impact on the blend.
Despite being an important aspect, the study of meaning is beyond the
scope of the study described in this chapter.

5.5 SUMMARY

In this chapter, we proposed a taxonomy of transformations that can
be used in visual blending. Then, we described a study based on the
analysis of visual blends from two different datasets (VisMet and Emoji
Kitchen), using the proposed taxonomy. With this study, we aim to
identify the most common transformations used in the visual blends
of the two datasets.

In summary, the findings from the study are useful for computa-
tional approaches to visual blending and can be used at the different
stages of the blending process. We have also described how several
aspects have an impact on the production of visual blends: alignment,
salient features, element properties and meaning. The main contributions
of this chapter are: (i) the proposal of a new visual blend transfor-
mation taxonomy; and (ii) the description of two studies with visual
blends, in which we apply the proposed taxonomy and identify the
transformations most used in the blends.
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BLENDER

In the previous chapters, we have introduced visual blending as a pro-
cess that can be used for the visual representation of concepts. In this
chapter, we describe our first exploration with visual blending, which
we consider the first case study of the thesis. We present a descrip-
tive approach for the automatic generation of visual blends. The im-
plemented system, the Blender, is composed of two components: the
Mapper and the Visual Blender. We conduct experiments with three ini-
tial input concepts pig, angel and cactus. The performance of the system
is analysed by comparing the produced blends with user-drawn ones
and also assessing how users perceive the blends.

6.1 CONTEXT

As previously mentioned, one of the earliest works to computation-
ally produce visual blends is the Boat-House Visual Blending Experi-
ence (Pereira and Cardoso, 2002). In their work, Pereira and Cardoso
(2002) use a Logo-like programming language to produce visual rep-
resentations. These representations can be considered visualisations
of blends produced at the conceptual level. One interesting aspect of
their work is the style used in the visual representations – simple yet
containing themost representative elements of each concept (e.g. wall,
roof, door and window in the case of house). This approach is aligned
with a process of reduction to essential parts, which can be seen as the
base for a prototypical representation of some concrete objects (as de-
scribed in Section 2.2). By using a simple representation style, e.g. one
that consists of basic shapes, it is possible to reduce the concept to its
simplest form,whilemaintaining itsmost important features and thus,
hopefully, capturing its essence. This approach is similar to the simpli-
fication process used by Picasso in The Bull (see Chapter 2 for a more
thorough description).

This approach based on simplification makes it possible to exper-
iment with visual and conceptual blending, in a context of reduced
complexity. Such would be difficult when using, for example, photore-
alistic input images.

The work by Engelhardt (2002) (explained in Section 2.4) can also
be used as support to this approach. Engelhardt (2002) proposes that
a composite graphic object consists of: a graphic space (occupied by the
object); a set of graphic objects (which may also be composite graphic ob-
jects); and a set of graphic relations (which may be object-to-space and/or
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object-to-object). First, this type of structure may bring advantages to
the process of visual blending, by facilitating the exchange of objects.
Second, the relations between graphic objects may be aligned with re-
lations among concepts in mental spaces, thus creating a connection
between the conceptual and visual layers. The approach described in
this chapter is based on these two points.

6.2 IMPLEMENTAT ION

Our approach is based on an alignment between the conceptual level and
the visual level. The goal is to implement a hybrid system, in which
the blending process starts at the conceptual level but only ends at the
visual one. In this sense, the visual representations are not merely a
visualisation of blends previously produced at the conceptual level but
the component that controls the visual output also has a role in the
process of producing the blends.

As such, the system receives a set of concepts and produces blends
from them, relying on two types of input for each concept: (i) an input
mental space in the form of a semantic network and (ii) visual representa-
tions. In order to achieve an alignment between the two levels, at least
part of the elements of the mental space should be represented in the
visual representation (e.g. head is represented as a node in the semantic
network and as a circle in the visual representation).

Having the organisation of mental spaces as an inspiration, we con-
sider a visual representation (referred to as “representation”) as a group
of several parts/elements. This way, the representation ceases to be a
whole and starts to be seen as parts related to each other. Aswewish to
produce visual results, these relations have a visual descriptive nature
(i.e. the nature of the relation between two elements is either related
to their relative position or to their visual qualities). Our goal is that
these visual relations can be matched with relations between nodes in
themental spaces and ultimately used to produce analogies between two
given concepts. This results in the generation of visual blends, guided
by the produced analogies (based on conceptual relations) and evalu-
ated using the criteria imposed by the visual relations among parts of
the input visual representations (base representations).

The approach is centred on the idea that the construction of a visual
representation for a given concept can be approached in a structured
way, following the proposal by Engelhardt (2002). Each visual repre-
sentation is associated with a list of descriptive relations (e.g.: part A
below part B), which describes how the representation is constructed
(see example in Fig. 6.1). Due to this, a visual blend between two in-
put visual representations is not simply a replacement of parts but its
quality is assessed based on the number of relations that are respected.
This gives much more flexibility to the construction of visual represen-
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Figure 6.1: Visual representation and visual relations

tations by presenting a version of it and also allowing the generation
of similar ones if needed.

In summary, the goal is to implement a system that receives input
visual representations and semantic networks for a set of concepts and pro-
duces visual blends based on them. In this section, we first describe the
process of collecting the data necessary for implementing the system
and then we describe the implementation of the system itself.

6.2.1 Collecting data

An initial phase of data collection took place to gather the necessary
materials to implement the system. The following materials were col-
lected: concepts to use, visual relations and visual representations for each
concept.

6.2.1.1 Concepts

The initial phase of the project consisted in a process of data collection.
First, a list of possible concepts was produced by collecting concepts
used in research conducted related to conceptual combination and con-
ceptual blending. The collection process was not extensive as our goal
was to only select a few concepts. Some examples of collected concepts
are presented in Table 6.1. From this list, we made a final selection of
concepts to be used in our experiment. For our selection, we focused
on noun-noun concrete concepts that could have literal visual repre-
sentation,1 thus excluding concepts such as pet fish and black bird. Also,
we decided to only address concepts of the natural kind,2 excluding
artefact ones (e.g. gun). Three concepts were selected based on their
characteristics: angel (human-like), pig (animal) and cactus (plant).

1 Pereira (2004, p. 195) presents a list of conceptual blending examples butmost of them
do not have a clear visual representation.

2 Costello and Keane (1997) present a study in which noun-noun compounds are com-
pared based on their composition, i.e. using artefact or natural terms, showing that
combinations involving artefact terms are more polysemous.
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Table 6.1: Examples of collected concepts. Sources: [1] (Costello and Keane,
1997), [2] (Costello and Keane, 2000), [3] (Keane and Costello, 2001),[4]
(Costello and Keane, 2001), [5] (Costello, 2002), [6] (Pereira, 2004), [7]
(Coulson, 2006).

Concept Sources

pet fish [1][2][3][6][7]
cactus fish [1][2][3][4]
bumblebee moth [2][3][4][5]
...
angel pig [1][3][6]
apartment dog [3][4][5]
kangaroo monkey [3][4][5]
...
elephant gun [1]
head hat [2]

6.2.1.2 Visual Relations

As previously explained, the visual representation used as input, as
well as those produced by the system are structured in layers and ac-
companied by a description of the existing connections among their
elements, using visual relations. To achieve this, we produced a list of
visual relations that would be used to structure the visual representa-
tions. This list is the result of an analysis of existing work on visual
relations, which was described in Section 2.4.2.

The produced list contains relations of the three most used types of
spatial-based relations (directional, topological and of distance), as identi-
fied byWang et al. (2008), and also includes attribute-based relations. In
this latter group, colour- or texture-based relations could also have been
included but we chose not to add them as our intentionwas to only use
black and white visual representations. The produced list is presented
in Fig. 6.2.

6.2.1.3 Visual Representations

Having chosen the concepts to use in the experimentation and defined
the visual relations to use, we still needed to obtain visual representa-
tions for each concept. The initial idea consisted in only having a visual
representation for each concept. However, a given concept has several
possible representations (e.g. there are several possible ways of visu-
ally representing the concept car), which means that only using one
would increase the limitations of the system. In order to increase the
variety of results, we decided to use several versions for each concept.
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Figure 6.2: List of visual relations. The list includes spatial-based relations
of three types – directional (e.g. left, above, etc.), topological (overlap, touch,
etc.) and of distance (near and far) – and attribute-based relations (bigger and
smaller).
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Figure 6.3: Identification of parts and visual relations for a visual representa-
tion of pig by a user.

Each visual representation can be different (varying in terms of style,
complexity, number of characteristics and even chosen perspective) and
thus also have a different set of visual relations among the parts.

As such, the goal of this phase was to collect visual representations
for the selected concepts. To do this, we designed a user enquiry, which
was composed of five tasks:

T 1 Collection of visual representations for the selected concepts;

T 2 Identification of the representational elements;

T 3 Description of the relations among the identified elements;

T4 Identification of the prototypical elements – i.e. the element(s) that
most identify a given concept. For instance, most participants
considered nose and tail as the prototypical elements of pig;

T 5 Collection of visual blends for the selected concepts.

The enquiry was conducted with nine participants, who were asked
to complete the five tasks. In the first task (T1), the participants were
asked to draw a representation for each concept avoiding unnecessary
complexity but still representing the most important elements of the
concept. In order to achieve intelligible and relatively simple represen-
tations, the participants were suggested to use primitives such as lines,
ellipses, triangles and quadrilaterals as the basis for their drawings. After
completing the first version, a second one was requested. The reason
for the two versions was to promote diversity.

In the second task (T2), the participants identified the drawn ele-
ments using their own terms (for example, for the concept angel some
of the identified elements were head, halo, legs), see example in Fig. 6.3.

After completing the previous task, the participants were asked to
identify the relations among elements that they considered as being
essential (T3), see example in Fig. 6.3. These relations were not only
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Figure 6.4: Conversion to Scalable Vector Graphics (SVG). For each concept,
on the left is a representation drawn with the elements identified and on the
right is the result of the conversion into SVG.

related to the conceptual space but also (and mostly) to the represen-
tation. In order to help the participants, a list of visual relations was
provided (see Fig. 6.2). Despite being told that the list was only an
example and not to be seen as closed, all the participants used the re-
lations provided – promoting an alignment among participants.

The identified relations are dependent on the author’s interpretation
of the concept, which can be divided into two levels. The first level is
related to how the author interprets the connections among the con-
cepts and their parts at a conceptual level (for example car, wheel or
trunk). The second level is related to the visual representation being
considered: different visual representations may have different rela-
tions among the same parts (this can be caused, for example, by the
change of perspective or style) – e.g. the different positioning of the head
in the two pig representations in Fig. 6.5.

Task four (T4) consisted in identifying the prototypical parts of the
representations (see elements marked with “x” in Fig. 6.3) – i.e. the
parts which most identify the concept (see Section 2.2.1 for a descrip-
tion of the Prototype Theory). The identification of these parts is useful
for analysing the results obtained with the system.

In the last task of the enquiry (T5), the participants were asked to
draw visual representations for the blends between the three concepts.
As a blend between two concepts can be interpreted and posteriorly
represented in different ways (e.g. just at a naming level a blend be-
tween pig and cactus can be differently interpreted depending on its
name being pig-cactus or cactus-pig). For this reason, the participants
were asked to draw one or more visual representations for the blend.
These visual representations were later used for comparing with the
results obtained with the Visual Blender.

After the conduction of the enquiry, the data was treated in order to
be used by the Visual Blender. Firstly, the representations collected for
each of the concepts were converted into SVG format (see Fig. 6.4) in
which each partwas placed in a separate layer, and prepared to be used
as base visual representations (see Fig. 6.5) for theVisual Blender, using
layer naming according to the data collected for each representation –
each layer was named after its identified part. In addition to this, the
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Figure 6.5: Representations used as a base.

relations among partswere formatted to be used as input togetherwith
their corresponding visual representation (Fig. 6.1).

6.2.2 Implementing The Visual Blender

In the previous sections, we described the process of collecting the data
necessary to produce visual blends. In this section, we describe the
implementation of the system.

As alreadymentioned, theBlender has twodifferent components: the
Mapper and the Visual Blender (see Fig. 6.6). The Mapper receives two
input spaces (represented as 1 in Fig. 6.6), one referring to concept A and
the other one to concept B. It produces analogies (3 in Fig. 6.6) that are
afterwards used by the Visual Blender component. The Visual Blender
also receives visual representations and a corresponding list of relations
among parts (2 in Fig. 6.6) that are used for producing the visual blends
(4 in Fig. 6.6).

Our work is focused on the Visual Blender component. The Mapper
component is only briefly described (see Section 6.2.2.1), as it is not a
contribution of this thesis.

6.2.2.1 The Mapper

In Conceptual Blending (CB) theory, after the selection of input spaces,
the subsequent step is to perform a partial matching between elements
of the given mental spaces. This can be seen as establishing an analogy
between the two inputs. The input spaces are in the form of seman-
tic maps composed of 𝑁𝑐 concepts and 𝑁𝑡 triples, with 𝑁𝑡, 𝑁𝑐 ∈ ℕ.
The triples are in the form < 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑖, 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛, 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑗 >. 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑖 and𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑗 correspond to vertices in a graph, which are connected by the
directed edge labeled as 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 from 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑖 to 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑗.
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Figure 6.6: Structure of the implemented Blender. The Blender consists of a
Mapper and a Visual Blender. The figure also shows the input spaces (1), the
visual representations and list of relations (2), the produced analogies (3)
and the produced blends (4).

The Mapper iterates through all possible root mappings, each com-
posed of two distinct concepts taken from the input spaces. Thismeans
that there is a total of (𝑁𝑐2 ) iterations. Then, the algorithm extracts two
isomorphic sub-graphs from the larger input space. These sub-graphs
are split into two sets of vertices 𝐴 (left) and 𝐵 (right). The structural
isomorphism is defined by the sequence of relation types (PW, ISA, etc.)
found in both sub-graphs.

Starting at the rootmappingdefinedby two concepts (left and right),
the isomorphic sub-graphs are extracted from the larger semantic struc-
ture (the input spaces) by executing two synchronised expansions of
nearby concepts at increasingly depths. The first expansion starts from
the left concept and the second from the right concept. The left expan-
sion is done recursively in the form of a depth-first expansion and the
right as a breadth-first expansion. The synchronisation is controlled by
two mechanisms:

1. the depth of the expansion, which is related to the number of
relations reached by each expansion, starting at either concept
from the root mapping;

2. the label used for selecting the same relation to be expanded next
in both sub-graphs.

Both left (depth) and right (breadth) expansions are always syn-
chronised at the same level of deepness (first mechanism above).

While expanding, the algorithm stores additional associations be-
tween each matched relations and the corresponding concept which
was reached through that relation. In reality, what is likely to happen
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is the occurrence of amultitude of isomorphisms. In that case, the algo-
rithm will store various mappings from any given concept to multiple
different concepts, as long as the same concepts were reached from a
previous conceptwith the same relation. In the end, each isomorphism
and corresponding set of concept mappings gives rise to an analogy.
The output of theMapper component is a list of analogieswith the great-
est number of mappings.

We refer the reader to Gonçalves, Martins, and Cardoso (2018) for a
more detailed description.

6.2.2.2 Generating the blends: construction and relations

The Visual Blender component uses structured base visual representa-
tions (of the input concepts) along with their set of relations among
parts to produce visual blends based on analogies (set of mappings)
produced by the Mapper component.

The way of structuring the representations is based on the Syntactic
Decomposition of Graphic Representationsproposed byEngelhardt (2002).
As such, we consider that each visual representation is composed of
several graphical objects or elements. The objects store the following at-
tributes: name, shape, position relative to the father-object (which has the
object in the set of graphic objects), the set of relations to other objects
and the set of child-objects. By having such a structure, the complexity of
blending two base representations is reduced, as it facilitates object ex-
change and recursive changing (by moving an object, the child-objects
are also easily moved).

A relation between two objects consists of: the object A, the object B
and the type of relation (above, lowerPart, inside, ...) – e.g. eye (A) inside
head (B), as shown in Fig. 6.1.

6.2.2.3 Generating the blends: visual blending

The Visual Blender receives the analogies between two given concepts
produced by theMapper component and the blending step occurs dur-
ing the production of the visual representation – differently fromwhat
happens in The Boat-House Visual Blending Experience (Pereira and Car-
doso, 2002), in which the blends are merely interpreted at the visual
representation level.

The part of the blending process that occurs at the Visual Blender
produces visual representations as output and consists of five steps:

S1 An analogy is selected from the set of analogies provided by the
Mapper.

S2 One of the concepts (either A or B) is chosen as a base (as an exam-
ple, consider A as the chosen one).
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Figure 6.7:Different angel-pigs produced using the same or similar rules, the
produced results are still quite diverse.

S3 A visual representation (rA) is chosen for the concept A and a vi-
sual representation (rB) is chosen for the concept B.

S4 Parts of rA are replaced by parts of rB based on the analogy. For
each mapping of the analogy – consider for example leg of A cor-
responds to arm of B – the following steps occur:
S4 . 1 The parts from rA that correspond to the element in the

mapping (e.g. leg) are searched using the names of the ob-
jects. In the current example, the parts found could be left_leg
(left_ is a prefix), right_leg_1 (right_ is a prefix and _1 a suf-
fix) or even leftfront_leg.

S4 . 2 For each of the found parts in S4.1, a part that matches is
searched in rB using the names of the objects. This search
firstly focus on objects that match the full name, including
the prefix and suffix (e.g. right_arm_1) and, if none is found,
the search is extended to parts with only themapping name
(e.g. arm). It avoids plural objects (e.g. arms). If no part is
found, it proceeds to step S4.4.

S4 . 3 The found part (pA) of rA is replaced by thematching part
(pB) of rB, updating the relative positions of pB and its child-
objects, and relations (i.e. relations that used to belong to pA
now point to pB).

S4 . 4 A process of Composition occurs (see examples in Fig. 6.7
– the tail and the belly / round shape in the triangular body
are obtained using composition). For each of the matching
parts from rB (even if the replacement does not occur) a
search is done for parts from rB that have a relation with pB
(for example, a found part could be hand). It only accepts a
part if rA does not have a part with the same name and if
the analogy used does not have a mapping for it. If a found
partmatches these criteria, a composition can occur by copy-
ing the part to rA (in our example, depending on either the
replacement in Step S4.3 occurred or not, rA would have ei-
ther hand related to arm or to leg, respectively).
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Figure 6.8: Visual relations being respected

S5 The rA resulting from the previous steps is checked for inconsis-
tencies (relative positioning and obsolete relations), which can
happen if an object ceases to exist due to a replacement.

After generating a representation, the similarity to the base repre-
sentations (rA and rB) is assessed to avoid producing visually equal
representations. This assessment is done by using a Root Mean Square
Error (RMSE) measure that checks the pixel-by-pixel similarity.

6.2.2.4 Evolutionary Engine

Themain goal of theVisual Blender component is to produce and evolve
valid visual blends based on the analogies produced by the Mapper.
To achieve this and promote diversity while respecting each analogy,
an evolutionary engine was implemented. This engine is based on a
Evolutionary Algorithm (EA) that uses several populations (each cor-
responding to a different analogy), inwhich each individual is a blend.

In order to guide evolution, we adopt a fitness function that assesses
how well the existing relations are respected. Some of the relations,
e.g. the relation above, have a binary assessment – either 0 when the
relation is not respected, or 1 when it is respected (see Fig. 6.8). Others
yield a value between 0 and 1 depending on how respected it is – e.g.
the relation inside is based on the number of points of an object that are
inside another object, obtaining its value as follows:

𝑖𝑛𝑠𝑖𝑑𝑒_𝑣𝑎𝑙𝑢𝑒 = #𝑃𝑜𝑖𝑛𝑡𝑠𝐼𝑛𝑠𝑖𝑑𝑒#𝑃𝑜𝑖𝑛𝑡𝑠 . (6.1)

The fitness function for a given visual blend 𝑏 is as follows:

𝑓 (𝑏) =
#𝑅(𝑏)∑𝑖=1 𝑣(𝑟𝑖(𝑏))

#𝑅(𝑏) , (6.2)

where #𝑅(𝑏) denotes the number of relations present in 𝑏 and 𝑣 is the
function with values in [0, 1] that indicates how much a relation 𝑟 is
respected, from not respected at all (0) to fully respected (1).

The evolutionary engine includes five tasks that are performed in
each generation for each population:
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Figure 6.9: Evolution of a blend: the legs and tail come closer to the body,
guided by the fitness function.

T1 Produce more individuals when the population size is below the
maximum size;

T2 Store the best individual to avoid losing it (elitism);
T3 Mutate the individuals of the population. For each individual,

each object can be mutated by changing its position. This change
also affects its child-objects;

T4 Recombine the individuals: the parents are chosen using tourna-
ment selection (with size 2) and aN-point crossover is used to pro-
duce the children. In order to avoid the generation of invalid in-
dividuals, the crossover only occurs between chromosomes (ob-
jects) with the same name (e.g. a head is only exchanged with a
head). If this rule was not used, it would lead to the production
of descendants that would not respect the analogy followed by
the population;

T5 Removal of identical individuals in order to increase variability.
In the experiments reported here, the mutation probability is set to0.05, per gene, and the recombination probability to 0.2, per individual.

These values were established empirically in preliminary runs.

6.3 GENERAL ANALYS I S

In this section, we present and discuss the results obtained. We begin
with a general analysis. Then, we analyse the resulting visual represen-
tations comparing them with the data collected in the initial enquiry.

Overall, the analysis of the results indicates that the implemented
blender is able to produce sets of blends with high variability (see
Fig. 6.7 for an example of the results obtained for the same analogy
and the same relations) and unexpected features while respecting the
analogy. The evolutionary engine is capable of evolving the blends to-
wards a higher number of satisfied relations. This is verifiable in nu-
merical terms, through the analysis of the evolution of fitness, and also
through the visual assessment of the results. Figure 6.9 illustrates the
evolution of a blend: the legs and tail are iteratively moved towards the
body in order to increase the degree of satisfaction of the relations.

We can also observe that the system tends to produce blends inwhich
few parts are exchanged between concepts. This can be explained as
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1 2

3 4

5

Figure 6.10: Comparison between hand-drawn blends and blends generated
by the implemented Blender, organised by groups: group 1 corresponds to pig-
cactus blends; 2 corresponds to angel-cactus; groups 3-5 correspond to pig-angel
(the figure on the left of each group is the hand-drawn blend).

follows: when the number of parts increases, the difficulty of (ran-
domly) producing a blend with adequate fitness also increases. As
such, blends with fewer exchanges of parts, thus closer to base rep-
resentation (in which all the relations are satisfied), tend to become
dominant during the initial generations of the evolutionary runs. We
consider that a significantly higher number of runswould be necessary
to produce blends with more exchanges. Furthermore, valuing the ex-
change of parts, through the modification of the fitness function, may
also be advisable for promoting the emergence of such blends.

Nevertheless, it is also important to consider that this feature is in
agreement with the Topology principle – from the Optimality Principles
(see Section 4.1.2) presented by Fauconnier and Turner (1998) – which
values the similarity degree to the input spaces (in this case, with one
of the base representations). As the blends are produced as visual rep-
resentations that work as wholes as well as sets of individual parts,
the Principle of Integration is respected by design – from the Optimality
Principles presented by Fauconnier and Turner (1998).
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Figure 6.11: Hand-drawn blends – 1 corresponds to pig-cactus, 2-3 to angel-
cactus and 4-5 to pig-angel.

6.3.1 Comparison with user-drawn blends

Asdescribed in Section 6.2.1.3, during the initial phase of the projectwe
conducted a task of collecting visual blends drawn by the participants.
A total of 39 drawn blendswere collected, fromwhich 14 correspond to
the blend between cactus and angel, 12 correspond to the blend between
cactus and pig and 13 correspond to the blend between pig and cactus.

The implemented blender was able to produce visual blends similar
to the ones drawn by the participants (Fig. 6.10). After analysing the
produced blends, the following results were obtained:

• 23 from the 39 drawn blends (DB) were produced by our Blender;

• 2 are not possible to be produced due to inconsistencies (e.g. one
drawn blend from angel-pig used a mapping from wing-tail and
at the same time maintained the wings, 5 in Fig. 6.11);

• 6 were not able to be produced in the current version due tomap-
pings that were not produced by theMapper (e.g. head from angel
with body from cactus, 2 and 3 in Fig. 6.11);

• 5 were not able to be produced because not all of the collected
drawn representations were used in the experiments (no star el-
ements were used, which are needed to produce 4 in Fig. 6.11).

According to the aforementioned results, the implemented Blender is
not only able to produce blends that are coherent with the ones drawn
by participants but is also able to produce novel blends that no partic-
ipant drew, showing creative behaviour.

6.4 EVALUAT ING PERCEPT ION OF PRODUCED BLENDS

In order to assess if the produced blends could be correctly perceived, a
second enquirywas conducted. Themain goalwas to evaluatewhether
the participant could identify the input spaces used for each blend (i.e.
if it was possible to identify pig and cactus in a blend produced for
pig-cactus). This is related to the Unpacking Principle (Fauconnier and
Turner, 1998) (see Section 4.1.2).
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Figure 6.12: Examples of produced blends.
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Figure 6.13: Examples of the visual blends presented in the second enquiry.
On the left are the “good” blends (one for each) and on the right are the “bad”
blends (1 corresponds to cactus-pig, 2 to angel-cactus and 3 to angel-pig).

6.4.1 Experiment Setup

In the first enquiry (described in Section 6.2.1.3), the fourth task (T4)
consisted in collecting the prototypical parts for each concept – these
are the parts that most identify the concept (e.g. wing for angel). We
used the data collected to produce the second enquiry. First, we eval-
uated the quality of produced blends based on two criteria: fitness of
the individual and presence and legibility of the prototypical parts (i.e. a
“good” exemplar is an individual with the prototypical parts clearly
visible; a “bad” exemplar is an individual with reduced number or
absence of prototypical parts). For each blend (angel-pig, cactus-pig or
angel-cactus), four visual blendswere selected (two considered “good”
and two considered “bad”, see Fig. 6.13).

A total of 12 visual blends were used (six “bad” and six “good”). In
order to minimise the biasing of the results, each participant evaluated
two visual representations (one “bad” and one “good”) of different
blends (e.g. when the first was of cactus-pig, the second could only be
of angel-pig or angel-cactus). The “bad” blends were evaluated first to
further reduce bias.

6.4.2 Results

The enquiry was conducted with 30 participants, which resulted in
each visual blend being tested by 5 participants. The results (Table
6.2 and Table 6.3) clearly show that the “good” blends were easier to
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Table 6.2:Results of the number of correct input spaces’ names given for each
of the concept combinations, divided by good and bad blends and expressed
in percentage of answers.

0 1 2

cactus-pig Good 20% 50% 30%
Bad 50% 50% 0%

angel-pig Good 10% 20% 70%
Bad 40% 50% 10%

angel-cactus Good 0% 60% 40%
Bad 10% 80% 10%

Table 6.3:Results of the number of correct input spaces’ names given for each
of the blends used in the experiment (#B), expressed in number of answers.

#B 0 1 2

cactus-pig
Good 1 1 2 2

2 1 3 1

Bad 3 1 4 0
4 4 1 0

angel-pig
Good 5 0 1 4

6 1 1 3

Bad 7 2 3 0
8 2 2 1

angel-cactus
Good 9 0 4 1

10 0 2 3

Bad 11 0 5 0
12 1 3 1

be correctly named (the percentage of total correct naming is always
higher for the “good” examples and the percentage of total incorrect
naming is always higher for the “bad” blends). In addition to this, the
names of the input spaces were also easier to be identified in some of
the representations than in others (e.g. the “good” blends for angel-
pig received more fully correct answers than the rest of the blends, as
shown in Table 6.3).

Overall, the majority of the participants could identify at least one
of the input spaces for the “good” exemplars of visual blends. Even
though some of the participants could not correctly name both of the
input spaces, the answers given were somehow related to the correct
ones (e.g. the names given for the input spaces in the first “bad” blend
of 3 in Fig. 6.13 were often pig and lady/woman, instead of pig and angel
– this is likely due to the fact that no halo nor wings are presented).
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6.5 SUMMARY

In this chapter, we presented a descriptive approach for the automatic
generation of visual blends. The approach uses structured visual repre-
sentations along with sets of visual relations which describe how the ele-
ments – in which the visual representation can be decomposed – relate
to each other, for example element A inside element B. These relations are
the base for the construction of the visual representations.

We described the implementation of a system (the Blender) that is
composed of two components: the Mapper and the Visual Blender. The
system can be considered a hybrid blender, as the blending process starts
at the Mapper (conceptual level) and ends at the Visual Blender (visual
level). We use an evolutionary engine based on a genetic algorithm, and
we employ amulti-population setting,with eachpopulation correspond-
ing to a different analogy and each individual being a visual blend.
The evolution is guided by a fitness function that assesses the quality
of each blend based on the satisfied relations.

The results show the ability of the Blender to produce analogies from
input mental spaces and generate a wide variety of visual blends based
on them. The Visual Blender component, in addition to fulfilling its
purpose, is able to produce interesting and unexpected blends. We
compared the blends produced by the system with blends drawn by
users to assess the performance of the system. Our comparison demon-
strated that the system is able to generate blends similar to the ones
produced by users and novel ones. We also assessed the quality of the
produced blends by conducting a user study focused on perception,
analysing how users name the blends produced by the system, which
showed that blends are easier to be perceived when they depict proto-
typical parts.

Based on the conducted experimentation, several possible future en-
hancements were identified:
(i) exploring an island approach in which exchange of individuals

from different analogies may occur if they respect the analogy of
the destination population;

(ii) exploring the role of the user (guided evolution), by allowing the
selection of individuals to evolve;

(iii) consideringOptimality Principles in the assessment of fitness (e.g.
how many parts are exchanged) and exploring which of them
may be useful or needed – as discussed by Martins et al. (2016);

(iv) using relations such as biggerThan or smallerThan to explore style
changing (e.g. the style of the produced blends will be affected
if a base visual representation has head biggerThan body);

(v) exploring context in the production of blends (e.g. stars surround-
ing the angel).
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The system described in this chapter produces visual representa-
tions for the combination of concepts that are given as input, through
a hybrid process of blending (conceptual and visual). One of the main
goals of this exploration was to assess how structured visual represen-
tations could be used to facilitate the blending process, which in turn
could be used for visual representation of concepts. In terms of this
thesis’ goals, the capability of producing visual representations for con-
cepts is limited by the input concepts, only producing representations
for their combinations. Moreover, the system relies on specific input,
requiring input spaces (in the form of semantic networks) and visual repre-
sentations (in SVG). In addition, for each input concept, these two types
of input need to be aligned for the blending process to work. In this
sense, the system is limited in terms of conceptual reach and dependent
on prior production of materials for the input concepts.



Part III

EMO J I

In this part of the thesis, we present our research on the
main case study: Emojinating.
First, we introduce emoji and existing research related to
them. Second, we propose that emoji are especially suitable
to be used in visual blending. Then, we describe the imple-
mentation and evaluation of the different versions of Emo-
jinating – a system that uses visual blending of emoji and
semantic network exploration to generate visual represen-
tations for concepts introduced by a user.
We use the Emojinating system as a case study to analyse
the appropriateness of visual blending for the visual repre-
sentation of concepts. We conduct several experiments in
which we analyse output quality, type of blend used, useful-
ness to the user and easiness of interpretation.
The results produced by Emojinating vary in terms of con-
ceptual complexity (representing abstract and concrete con-
cepts) and nature of representation (going from literal to non-
literal). We believe that the system has the potential to be
explored as an ideation-aiding tool to be used in brainstorm-
ing activities, by presenting the user with visual represen-
tations of the concepts given as input.
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This chapter introduces emoji, describes existing research topics and
presents the characteristics of emoji set that make it a suitable asset for
visual conceptual blending.

7.1 EMO J I AS P ICTURE -WORDS

The word emoji1 has a Japanese origin, in which the e (絵) means “pic-
ture” and moji (文字) means “written character”2 – leading to a possi-
ble interpretation of emoji as “picture-word”.

The first set of emoji consisted of 176 images and was designed by
Shigetaka Kurita in 1999 for the Japanese telecommunication organisa-
tion NTT DoCoMo3 (Fig. 7.2). In 2010, emoji characters were codified
by the Unicode Consortium4 – a non-profit organisation that develops
and maintains the text encoding standard known as the Unicode Stan-
dard, which includes every character used by modern software and
information technology protocols (Lucas, 2016). Once codified, they
became usable in different platforms and languages (see Fig. 7.1). In
2011, Apple included an emoji keyboard in iOS5 and Android followed
in 2013. These developments contributed to the worldwide adoption
of emoji, which became more popular than their predecessor emoti-
con – sequences of ASCII characters often used to express emotions in
Computer-Mediated Communication (CMC) (e.g. “:)”).

U+1F642

Figure 7.1:
Codepoint assigned
by Unicode to the
Slightly Smiling Face
emoji and its versions
in different
platforms.

Nowadays, emoji are an important part of our way of writing. Their
increasing relevance is easy to observe: they have received attention
from language-related resources (Oxford Dictionaries named the emoji
face with tears of joy (U+1F602) the Word of The Year 20155); their us-
age is on a rising trend – Facebook reported in 2017 that 60million emoji
are used every day on Facebook and five billion onMessenger6 and Emo-
jipedia reported that in July 2021 more than one in five tweets contain
an emoji;7 and new emoji-related tools or features are constantly be-
ing developed (e.g. new Memoji customisation options introduced in
2020 with iOS14,8 such as new hairstyles, headwear, or masks). Ac-
cording to a report released by Adobe (2019), users surveyed admit to

1 the term “emoji” is used for both singular and plural
2 unicode.org/reports/tr51/proposed.html
3 edition.cnn.com/style/article/emoji-shigetaka-kurita-standards-manual/
4 unicode.org/
5 en.oxforddictionaries.com/word-of-the-year/word-of-the-year-2015
6 blog.emojipedia.org/5-billion-emojis-sent-daily-on-messenger/
7 blog.emojipedia.org/emoji-use-at-all-time-high/
8 www.macrumors.com/how-to/create-memoji-ios-12/
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Figure 7.2:NTTDoCoMo’s original set of emoji designed by Shigetaka Kurita,
currently part of MoMA’s collection.

include emoji in text messages 49% of the time. Despite being mostly
used as a way to make conversations more fun or lighten the mood,
94% of the surveyed users identify the ability to communicate across
language barriers as one of the greatest benefits of emoji.

As ofUnicode Emoji 13.1, approved in September 2020, there aremore
than 3500 different emoji. They vary in nature as the emoji set includes
pictograms (e.g. sun U+2600 ), ideograms (e.g. no littering U+1F6AF )
and logograms (e.g. japanese “reserved” button U+1F22F ). They also
vary in terms of concreteness, going from concrete (e.g. lion U+1F981 )
to abstract (e.g. curly loop U+27B0 ).

The high conceptual reach of emoji allows them to be used in differ-
ent ways and for different purposes in written communication. Some
authors even discuss a shift towards a more visual language (Danesi,
2017; Lebduska, 2014). This shift would in fact bring us close to old
ways of writing, such as hieroglyphs.9 The integration of emoji in writ-
ten language is easy to observe by considering existing features that
connect emoji and text. Some examples are Search-by-emoji supported
by Google,10 and the Emoji Replacement and Emoji Prediction features
available in iOS 10.11 Danesi (2017) refers to the combination of text
and emoji as “hybrid emoji writing”, seen as an amplification of tradi-
tional writing in which emoji often add, clarify and reinforce meaning.
This way, the connection between emoji and their assigned meanings
makes them much more valuable than simple decorative characters.
In particular, emoji are often used to express emotions, which makes
them relevant to understand the meaning of written messages.

9 The hieroglyphic writing is not purely pictorial, instead it is a mixture of both phono-
graphic and ideographic components (Jespersen and Reintges, 2008).

10 forbes.com/sites/jaysondemers/2017/06/01/could-emoji-searches-and-emoji-
seo-become-a-trend/

11 macrumors.com/how-to/ios-10-messages-emoji/

http://forbes.com/sites/jaysondemers/2017/06/01/could-emoji-searches-and-emoji-seo-become-a-trend/
http://forbes.com/sites/jaysondemers/2017/06/01/could-emoji-searches-and-emoji-seo-become-a-trend/
http://macrumors.com/how-to/ios-10-messages-emoji/
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7.2 EMOJ I AS A RESEARCH F I E LD

Ever since they were introduced to the world, emoji have been attract-
ing people’s attention, not only from the general public,who frequently
uses them in written text but also from researchers who consider that
emoji are worth studying. We identify six main topics addressed in
emoji-related research: Meaning, Sentiment, Interpretation, Role in com-
munication, Similarity and Generation.

Research on emoji meaning mostly focuses on the application of
word embedding techniques to data from different sources (e.g. Bar-
bieri, Ronzano, and Saggion, 2016; Dimson, 2015; Eisner et al., 2016).
The sentiment of emoji is often inferred based on the sentiment of the
surrounding text (e.g. Novak et al., 2015) and has been used to study
emoji usage intentions (Hu et al., 2017). Miller et al. (2016) study how
emoji rendering variation between platforms affects their interpreta-
tion, and Rodrigues et al. (2018) delve into the differences between
user interpretation and the meaning intended by the developer.

Concerning the role of emoji in written communication, several top-
ics have been addressed: redundancy andpart-of-speech category (Do-
nato and Paggio, 2017), complementary vs text-replacing functions of
emoji (Dürscheid and Siever, 2017), emoji as text-replacement and its
effect on reading time (Gustafsson, 2017), emoji as semantic primes
(Wicke, 2017), among others (Cramer, Juan, and Tetreault, 2016; Her-
ring and Dainas, 2017; Kelly and Watts, 2015).

Emoji similarity can be interpreted as either visual or conceptual.
Despite this, most research focuses on the latter. Ai et al. (2017) seman-
tically measure emoji similarity. Some authors employ vector embed-
dings to identify clusters of similarity (Barbieri, Ronzano, and Saggion,
2016; Eisner et al., 2016). Pohl, Domin, and Rohs (2017) apply agglom-
erative clustering to organise emoji into a relatedness-hierarchy. Wijer-
atne et al. (2017a) introduce EmoSim508, a dataset of human-annotated
semantic similarity scores.

On emoji generation, existing research mostly focuses on the use of
Generative Adversarial Networks (GANs). Radpour and Bheda (2017)
propose an approach to generate emoji from text that uses a deep con-
volutional GAN conditioned on word vectors from Google’s word2vec
model and trained with face emoji and words assigned to them. Puyat
(2017) follows a similar approach by training a conditional GAN on
2,000 emoji images and names scraped from unicode.org and condi-
tioned on word vectors. Mittal et al. (2020) train a GAN based model
on sketch-emoji pairs, which allows them to produce new emoji-like
images from crude sketches. They also experiment with multimodal
input, enabling the system to generate an image from a partial sketch
and a handwritten keyword (e.g. “happy”).All these approaches focus
on face emoji (e.g. “smiley face”) and result in outputs whose quality
is significantly lower when compared to official emoji. Radpour and

unicode.org
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Bheda (2017) position their future work in alignment with ours by
mentioning that a future use of their text-to-emoji approach is to pro-
duce representations of novel concepts (e.g. food coma) through the
combination of existing emoji, focusing on certain features.

7.3 AN INCREAS ING LEX ICON

The constant desire to represent new things is one of the main moti-
vations behind emoji. Each year new emoji are added to Unicode, in-
creasing its conceptual reach. These new additions are the result of a
selection process in which emoji proposals are analysed by theUnicode
Emoji Subcommittee and selected based on a set of Selection Factors.12

Figure 7.3: Mentos’
Ementicons created in
2015.

Figure 7.4:
“Bootlicker emoji”
from (Sittenfeld and
Daniel, 2014).

7.3.1 Proposing new emoji

Despite this constant addition of new emoji, there are still a large num-
ber of concepts that are not represented. Several attempts have been
made to complement the emoji lexicon. The nature and goals of such at-
tempts are not always the same. Some examples are: to propose culture-
specific emoji, e.g. Finland emoji;13 to include a certain trait, e.g. curly
hair (Neff, 2015); to help abuse victims;14 or even to propose “missing
emoji”, e.g. menstruation (Ho, 2019).

Although the submission of emoji proposals is open to the general
public, only a small percentage are accepted for encoding. The selec-
tion factors are most welcoming of emoji that are not too specific and
mayhavemultiple usages (e.g.metaphorical references or symbolism),
and that do not overlap with existing emoji.

The absence of more abstract concepts in the emoji set is especially
evident. Despite this, there is interest in the representation of less con-
crete and also more creative concepts. This can be observed in adver-
tising campaigns that take advantage of this gap in the emoji set, e.g.
the Ementicons by Mentos,15 which proposed several emoji-like icons,
e.g. sleepworking (see Fig. 7.3). Another example is a list of emoji pro-
posed in the article The EmojisWe Really Need published in TheNewYork
Times (Sittenfeld and Daniel, 2014), e.g. the emoji to use when you like
someone’s tweet because they are in a position to help you profession-
ally (see Fig. 7.4). A more serious list is the one proposed by Microsoft
(see Fig. 7.5), some of which were eventually added to the emoji set
(e.g. t-rex U+1F996 or lobster U+1F99E ). This serves to show that
the general public also values the visual representation of unusual and
culture-related concepts.

12 unicode.org/emoji/proposals.html
13 finland.fi/emoji/
14 webcollection.se/bris/abusedemojis/
15 www.fastcompany.com/3043786/now-you-can-use-mentos-emoticons-to-show-

how-you-really-feel

http://unicode.org/emoji/proposals.html
http://finland.fi/emoji/
http://webcollection.se/bris/abusedemojis/
http://www.fastcompany.com/3043786/now-you-can-use-mentos-emoticons-to-show-how-you-really-feel
http://www.fastcompany.com/3043786/now-you-can-use-mentos-emoticons-to-show-how-you-really-feel
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Figure 7.5: 49 emoji that should exist according to Microsoft.

7.3.2 Semantic change in Emoji

One interesting side of emoji is that their meaning is subject to change.
This change is usually caused by the need to have a representation for
a concept that does not have an emoji. For example, the absence of sex-
related emoji led to the creative use of the eggplant (U+1F346) to rep-
resent male genitalia and the peach (U+1F351) to represent buttocks.
The repurposing of emoji is studied by Wiseman and Gould (2018).

A recent example is the syringe emoji (U+1F489), which was ini-
tially implemented for blood donation. Based on an analysis of tweets
from 2018 and 2019 by Emojipedia,16 it was used together with words
such as “blood”, “veins”, “inject” and also “tattoo”. With the COVID-
19 outbreak and the hope for a vaccine, the syringe emoji started to be
used to represent a different concept: vaccination. In the same study,
Twitter data from December 2020 and January 2021 shows that tweets
using the syringe emoji are more focused on topics related to COVID-19
vaccines (e.g. “vaccine”, “COVID” or “Pfizer”).

A study by Robertson et al. (2021) focuses on the topic of semantic
change, which is defined as the development of meaning over time.
Robertson et al. (2021) employ semantic change detection techniques
to emoji and show that emoji can undergo semantic change over time.

Also interesting is how the standard design can suffer changes to
allow for more versatility. In the case of syringe emoji, we can see how
the emoji vendors were converging into a similar design (2015-2020
in Fig. 7.6), which had blood inside the syringe and sometimes blood

16 blog.emojipedia.org/vaccine-emoji-comes-to-life/

http://blog.emojipedia.org/vaccine-emoji-comes-to-life/
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Figure 7.6: Cross-platform comparison of syringe emoji (U+1F489) 1999-2021.
Source: Emojipedia.

drops. However, for uses related to vaccination, showing blood in the
syringewas a limitation. As of 2021,we seeApple’s andGoogle’s designs
change into a liquid-free and vaccine-friendly syringe emoji .

7.4 CUSTOMISAT ION

In addition to the constantwish to covermore andmore concepts, there
is another craving from users in regards to emoji: customisation. This
has long been a functionality explored to increase users’ interest. In the
early 2000s,Windows Live Messenger17 allowed the user to create emoti-
cons by uploading an image file. Slack18 currently has the same feature.
Other applications allow face-related customisation, e.g. Bitmoji.19

Researchers have also devoted some attention to customisation. One
example which is related to variation is presented by Barbieri et al.
(2017), who investigate the properties of derivations of the kappa emote
in Twitch. Taigman, Polyak, and Wolf (2016) transform photos of faces
into cartoons and, as previously mentioned, Mittal et al. (2020) pro-
duce emoji-like images from crude sketches, having customisation as
the goal.

As the customisation of emoji characters is not possible, the majority
of customisation examples concern other emoji-like figures. An exam-

17 news.microsoft.com/2003/06/18/msn-messenger-6-allows-im-lovers-to-
express-themselves-with-style/

18 get.slack.help/hc/en-us/articles/206870177-Create-custom-emoji
19 bitmoji.com

http://news.microsoft.com/2003/06/18/msn-messenger-6-allows-im-lovers-to-express-themselves-with-style/
http://news.microsoft.com/2003/06/18/msn-messenger-6-allows-im-lovers-to-express-themselves-with-style/
http://get.slack.help/hc/en-us/articles/206870177-Create-custom-emoji
http://bitmoji.com
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Figure 7.7: Emoji Replacement feature in Apple iOS.

ple is the platform emoji.gg, which has a feature called maker20 that al-
lows users to combine emoji parts (e.g. bases, eyes, brows, mouths,
etc.) and produce stickers. Moreover, Apple addressed the customi-
sation issue by presenting users with Animoji (released in 2017) and
Memoji (released in 2018),21 which follow the design of Apple’s emoji
but have customisation options and can be used to mirror one’s facial
expression through facial recognition. They can be sent as stickers or
video. The fact that they are not actual emoji does not seem to matter
to users, as long as they are able to somehow send them.

In 2018, Google launched Emoji Minis, which allow users to produce
emoji-like versions of themselves.22 In early 2020, Google introduced
Emoji Kitchen,23 a Gboard feature that gives users the freedom to com-
bine emoji. The feature relies onpreviously drawn stickers andpresents
them to the user as mashups. In Chapter 5, we described an analysis of
Emoji Kitchen blends.

It is important tomention that even though the results of these exam-
ples are visually similar to emoji, they are not encoded byUnicode and,
for that reason, cannot be called emoji. Until a proposal is accepted by
Unicode, the “emoji” cannot be uniformly used by different platforms.

7.5 EMO J I FOR CONCEPT REPRESENTAT ION

In regards to using images to convey concepts or ideas, emoji are a key
example. Due to their wide conceptual reach, emoji can be used for
different purposes. Two different functions of emoji are identified by
Dürscheid and Siever (2017): complementary, by accompanying texts
usually added at the end of sentences; and replacement, by substituting
them into sentences. The use of emoji as complementary signs in writ-
ten communication enriches it (Niediek, 2016) by allowing the trans-
mission of non-verbal cues, e.g. face expressions, tones and gestures (Hu
et al., 2017), which are lacking in written communication and CMC.

On the other hand, emoji are often used as replacements. Several fea-
tures foster this type of function bymaking it easy for the user to make
substitutions (e.g. the emoji suggestion in iOS, Fig. 7.7). This way of

20 emoji.gg/maker
21 blog.emojipedia.org/ios-13-adds-memoji-to-emoji-keyboard/
22 techcrunch.com/2018/10/30/googles-gboard-now-lets-you-create-a-set-of-

emoji-that-look-like-you/
23 blog.google/products/android/feeling-all-the-feels-theres-an-emoji-

sticker-for-that/

http://emoji.gg/maker
http://blog.emojipedia.org/ios-13-adds-memoji-to-emoji-keyboard/
http://techcrunch.com/2018/10/30/googles-gboard-now-lets-you-create-a-set-of-emoji-that-look-like-you/
http://techcrunch.com/2018/10/30/googles-gboard-now-lets-you-create-a-set-of-emoji-that-look-like-you/
http://blog.google/products/android/feeling-all-the-feels-theres-an-emoji-sticker-for-that/
http://blog.google/products/android/feeling-all-the-feels-theres-an-emoji-sticker-for-that/
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using emoji brings other aspects into play, such as reading time andmes-
sage comprehension. Existing research provides evidence that reading
time increases but comprehensibility does not seem to be negatively
affected (Cohn et al., 2018; Gustafsson, 2017). These results apply to
multimodal integration and not to full replacement. An example of the
latter is the translation of Moby-Dick by Herman Melville into emoji –
Emoji Dick,24 produced using human crowd-workers.

An ongoing discussion concerns whether emoji can constitute a lan-
guage. The idea of emoji as language has beenmentioned by several au-
thors (e.g. Danesi, 2017; Lebduska, 2014) but there are different views
on the topic. For example, Cohn, Engelen, and Schilperoord (2019)
state that even though emoji are an effective communicative tool, they
lack when it comes to grammar by having limited complexity. In con-
trast, Ge-Stadnyk (2021) andHerring and Ge (2020) provide evidence
that emoji usage is increasingly taking on characteristics of verbal lan-
guage, e.g. the subject being syntacticised as clause-final position, and
mention the possibility of emoji being an “emergent graphical language”.

In any case, there is no doubt that emoji can be used inmultipleways
to represent concepts. First,most emoji have an iconic relationshipwith
the referents that they designate, e.g. for beer mug. Second, they can
be considered to represent a class of entitiesmuch larger than a specific
image, e.g. not only represents a mug with the emoji’s exact shape,
filledwith beer of exactly the same colour, but it also represents beer in
general. Another example is the emoji for aeroplane (U+2708) , which
can refer to the plane itself, to flying or travelling and even an airport.
As such, emoji can be understood as semiotic objects (Danesi, 2017),
given that they can be interpreted literally, metaphorically and even
symbolically. This versatility is intentional, as Unicode considers emoji
as building blocks.25 A similar view is proposed by Wicke (2017) by
studying emoji as semantic primes. As such, the potential for concept
representation goes beyond single characters.

Wicke (2017) proposes a system to translate action words into se-
quences of emoji through the use of linguistic strategies (e.g.metaphor,
idioms, rebus, etc.). Through an empirical evaluation,Wicke (2017) con-
cludes that the strategies that lead to the best understood and appreci-
ated translations are the rebus principle (e.g. for believe),metaphors
(e.g. for luck) or literal translations (e.g. for the action to explode).
According toWicke (2017), these strategies enable one to use the semi-
otic advantages of emoji.

Wicke and Bolognesi (2020) conduct a user study in which they
asked participants to provide semantic representations for a sample
of 300 English nouns using emoji, with the goal of identifying which
representational strategies aremost used to represent abstract and con-
crete concepts. They use a refined version of the classification of repre-

24 www.emojidick.com
25 unicode.org/emoji/proposals.html

http://www.emojidick.com
http://unicode.org/emoji/proposals.html
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sentational strategies proposed by Wicke (2017): literal, rebus, phonetic
similarity and figurative construction. According to their results, figura-
tive construction is the most used strategy (59%), followed by literal
(33.91%). They conclude that when there is not an emoji that repre-
sents the concept literally, users resort to figurative constructions. They
also conclude that abstract concepts require a higher number of emoji
to be represented, as people tend to represent situations in which con-
cept is experienced. This contrasts with concrete ones in which people
focus on the entity designated by the concept.

Examples of the representation strategies are:26

• Literal: the emoji represents the actual referent (e.g. for lion);

• Rebus: emoji denote words that compose the sound of the target
word when read aloud (e.g. for believe);

• Phonetic similarity: emoji denotes a word that is phonetically sim-
ilar to the target word (e.g. for shelf);

• Figurative Construction: the emoji has a connection to the target
word based on symbols (e.g. for peace), metaphors (e.g. for
luck) and metonymies (e.g. for cage).

In addition, the representation of some conceptsmay require the use
of several emoji, which have to be all considered to construct the mean-
ing – e.g. garage requires the combination of a car and a house. Some
types of emoji sequencing are:

• Plural: for beers;

• Category: for drink;

• Time or cause-effect relation: for passport;

• Spatial relation: for garage or for beach.

Similarly, Cohn, Engelen, and Schilperoord (2019) provide an exten-
sive list of different types of emoji sequencing, some of which were
already mentioned (e.g. rebus or temporal sequence). Two of them are
especially worth mentioning as they are more related to the creation
of a combined image rather than a sequence. The first is affixation, in
which two emoji are put together to produce a larger unit, e.g. in
the puff of smoke emoji is used as a visual affix to enhance the sense of
speed. The second, named whole image, consists in combining emoji to
produce a single picture, e.g. represent a person running towards
a mountain. These last two strategies come closer to what can be con-
sidered visual blending.

26 These representation strategies are related to the Types of Correspondence of signs ad-
dressed in Section 2.3.2.2.
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Figure 7.8: Modifier (top) and Zero-Width-Joiner mechanisms (bottom).

7.6 V I SUAL BLEND ING OF EMOJ I

In addition to being used in sequences to represent meaning, emoji
may also be used to produce visual representations for new concepts.
This can be observed in some of the examples previously given, such
as the sleepworking Ementicon (see Fig. 7.3) in which a person sleeping
is put together with a shirt and a tie to represent sleeping on work. An
interesting fact is that this connection to visual blending is not new.

7.6.1 Connections to Visual Blending

xD
щ(ಠ益ಠщ) 

Figure 7.9:
“Laughing” western
emoticon (top),
“Why” eastern
emoticon (middle)
and “Grinning Face
With Smiling Eyes”
emoji (bottom).

Before emoji, sequences of ASCII characters were often used to express
emotions in CMC – they are called emoticons (see Fig. 7.9). One of the
emoticons’ advantages is their potential for customisation and variation.
Whereas emoji are inserted as a whole in the text, emoticons are the re-
sult of a combination of individual components (Dürscheid and Siever,
2017) – e.g. “:” + “)”= “:)”. The changeable parts not only allow a high
degree of visual variability but also the exchange of a component leads
to a change in the meaning. This is one of the reasons why they are still
being used as alternative to emoji (Guibon, Ochs, and Bellot, 2016).

In 2015, the Unicode Consortium decided to add skin tone modifiers
(characters that modify other emoji) toUnicode core specifications (see
Fig. 7.8). One year later, the Zero-Width-Joiner (ZWJ) mechanism was
also implemented – an invisible character to denote the combination
between two characters (Abbing, Pierrot, and Snelting, 2017). This de-
velopmentmeant that new emoji could be created by combining others
(see Fig. 7.8).

There are also examples of systems that generate emoji blends. To
the best of our knowledge, the earliest example is Emojimoji.27 Emo-
jimoji is an emoji generator that randomly merges emoji shapes and
names (Fig. 7.10). Itwas implemented as a research project of the group
Emblemmatic. Emblemmatic is presented as having the goal to use com-
putational techniques to explore symbols and their meanings, which
is fully aligned with the topic of this thesis. Despite this, we consider
that the conceptual side of Emojimoji is reduced as it only uses semantic
knowledge for name combination.

Figure 7.10:
Emojimoji interface,
showing a
combination of two
emoji and their
names.

27 emblemmatic.org/emojimoji

http://emblemmatic.org/emojimoji
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In 2019, a Twitter bot called Emoji Mashup Bot (@EmojiMashupBot)
was released. The bot produces combinations of two emoji, using pre-
viously selected pieces – e.g. when combining two smileys, it takes
the eyes and mouth of one and the base of the other. A few months
later, another Twitter bot was introduced by the same author: the Emoji
Mashup Bot+(@EmojiMashupPlus). This second bot works differently,
it uses three lists of emoji parts (base, eyes and mouth) and randomly
selects one element from each list to produce a blend. There is also a
webpage28 where users can produce their own combinations. The au-
thor of the bots also released a sticker pack29 of 29 blends. This sticker
pack was in a way the predecessor of the already mentioned Gboard
Emoji Kitchen feature, which also has a webpage30 for emoji combina-
tion. While the stickers from the Emoji Mashup Bot are automatically
generated, the ones from Emoji Kitchen are designed by hand.31

All in all, none of the mentioned approaches uses semantic knowl-
edge in emoji generation, which is one of the main goals of our work.

7.6.2 The output of emoji blending is not an emoji

Despite all these examples of visual blending of emoji, one thing needs
to bemade clear: the actual combinatorial possibilities of emoji are lim-
ited by their encoding as single characters, as pointed out by Cohn, En-
gelen, and Schilperoord (2019). In contrast with emoticons, users do
not have control over the several parts of emoji. As such, users cannot,
currently, create or change existing emoji.

Moreover, by using emoji as characters, they are constrained to be
placed like text in a linear sequence. This does not allow a combination
in a natural way. An example given by Cohn, Engelen, and Schilpero-
ord (2019) is dumpster fire, which, if freely drawn, would most likely
result in a fire flame on top of the dustbin. However, by using emoji
according to their expected way of use, these can only be placed in a
linear sequence: .

To address this issue, one can choose to approach emoji from a dif-
ferent angle. Being encoded byUnicode and used as whole units, emoji
are considered characters. On the other hand, they are designed as pic-
tures rather than typographic signs. In fact, each emoji has different
versions, as each vendor is responsible for how it is rendered on its
platform. By taking this perspective, emoji can be studied as pictures
and not as characters, opening other possibilities, such as visual blend-
ing. As such, emoji are no longer the goal but only the means to pro-
duce something else. This way, any venture into emoji visual blending

28 louan.me/EmojiMashupBot/
29 theverge.com/tldr/2019/8/20/20825652
30 emoji.kitchen
31 www.theverge.com/2020/2/12/21132971

http://louan.me/EmojiMashupBot/
http://theverge.com/tldr/2019/8/20/20825652
http://emoji.kitchen
http://www.theverge.com/2020/2/12/21132971
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needs to be built on the following premise: the result of a process of
visual blending of emoji is not an emoji.

7.6.3 Emoji as Visual Blending Resource

Using emoji for visual blending draws inspiration from their modi-
fier and ZWJ mechanisms (see Fig. 7.8), implemented by Unicode. Al-
though visual blending of emoji does not produce emoji, we believe that
it has a high potential for concept representation, which can be used
for ideation or visualisation purposes. This idea is supported by the pre-
viously given examples of more creative emoji-like stickers, some of
which were produced using a visual blending approach (see “boot-
licker” in Fig. 7.4).

As we previously mentioned in Section 4.3, when implementing a
visual blending system there are certain requirements that one needs to
meet, especially in regards to input materials (i.e. images and semantic
knowledge). Our position is that emoji possess unique characteristics
that make them highly suitable to be used in visual blending. As such,
there are several reasons why the emoji set can be considered a useful
resource for visual blending:

CONCEPTUAL REACH : The emoji set has a large conceptual reach,
focusing on core concepts and covering a long list of topics – e.g.
animals, plants, fruits, food, activities, places, objects, etc.

HIGH NUMBER : By considering the emoji list as a list of visual rep-
resentations, it is composed of a high number of elements (more
than 3500 in version 13.1, approved in September 2020). More-
over, new emoji are added every year, making it a dataset in con-
stant development.

S IMPL IC I T Y AND D IST INCT IVENESS : Emoji should be recognis-
able at small sizes, being used at 18×18 pixels on mobile screens.
This means that their design needs to be simple, which requires
an effort of optimisation in selectingwhat is included in the emoji
and how.Moreover, one of the selection factors is that they repre-
sent a distinct and visually iconic entity, which is recognisable by
most people familiar with that entity. As such, emoji design usu-
ally focuses on diagnostic features of the entity, for example, the
pig nose when representing a pig. These characteristics are key
in a process of visual blending, avoiding the need to deal with
excessive complexity.

SEVERAL DATASETS : The emoji set is not just one dataset of images
but multiple. Each emoji has different versions, as each vendor is
responsible for how it is rendered on its platform. As such, sev-
eral emoji datasets exist, some of which can be freely used – e.g.
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Noto Emoji,32 OpenMoji33 or Twemoji.34 One of the key aspects of
these different datasets is that the representations for each emoji
tend to converge in configuration, i.e. they are similar in terms of
content, except for certain cases, as studied byMiller et al. (2016).
On the other hand, each dataset has a specific style that is main-
tained throughout all emoji, achieving high coherence in style
and also good design quality. Nonetheless, for generation pur-
poses, multiple emoji datasets can be used in combination.

FORMAT: Several emoji datasets supply images in multiple formats,
including Scalable Vector Graphics (SVG). SVG format facilitates
the process of blending due to its layered structure, allowing an
easy exchange of parts without the need to resort to image pro-
cessing techniques.

SEMANT ICS : Due to their usage in written communication (Adobe,
2019), they have a strong semantic connection, resulting in a com-
bination of images and meanings, which can be used to produce
blends with specificmeanings. As we have previously described,
emoji meaning is not only iconic-based but also metaphoric and
symbolic. In addition, this semantic knowledge is easy to access,
for example with the EmojiNet dataset (Wijeratne et al., 2017b), a
sense inventory built through the aggregation of emoji explana-
tions from multiple sources.

These characteristics make emoji suitable to be exploited in compu-
tational approaches for visual representation of concepts. On the one
hand, it can lead to systems that produce blends without a conceptual
grounding, such as the Emoji Mashup Bot. However, a possible goal
would be the implementation of approaches that could produce visual
conceptual blends. This would require a strong integration of the visual
and conceptual levels. Ideally, such a system would be able to produce
results like some of the ones shown in Fig. 7.11,which are combinations
of emoji blends and the possible context in which they would be used
– “the migraine vibe” requires the understanding of what a migraine
is and feels like and the ability to produce a visual analogy; “I predict
a nap in my near future” requires that the system is able to connect the
“zzz”with sleep, the crystal ball with predictions about the future, and
also have information that these predictions are expected to be shown
inside the ball (a pattern identified in Section 5.3.2.5).

32 github.com/googlefonts/noto-emoji/
33 openmoji.org/about/
34 twemoji.twitter.com

http://github.com/googlefonts/noto-emoji/
http://openmoji.org/about/
http://twemoji.twitter.com
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Figure 7.11: Emoji ligatures by Jennifer Daniel (blog.emojipedia.org/hands-
on-with-googles-new-emoji-mashups/)

http://blog.emojipedia.org/hands-on-with-googles-new-emoji-mashups/
http://blog.emojipedia.org/hands-on-with-googles-new-emoji-mashups/
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As we have seen in the previous chapter, emoji are well-suited to be
used for visual blending purposes. The emoji’s connection between vi-
sual representation and semantic knowledge, together with its large con-
ceptual coverage have the potential to be exploited in computational ap-
proaches to the visual representation of concepts using visual blend-
ing. As such, we take advantage of this suitability to implement a com-
putational system that visually represents user-introduced concepts
through visual blending – the Emojinating system. In this chapter, we
describe the first iteration of Emojinating and its evaluation.

This chapter is based on the work described in the papers by Cunha,
Martins, and Machado (2018a,b).

8.1 IMPLEMENTAT ION

Emojinating takes inspiration from the combinatorial nature of emoti-
cons and the Zero-Width-Joiner (ZWJ) mechanism (see Fig. 7.8) and
makes use of the emoji connection between pictorial representation and
associated semantic knowledge to produce visual representations of con-
cepts through a process of visual blending. The system searches exist-
ing emoji semantically related to a user-introduced concept and com-
plements this searchwith a visual blending process that generates new
possibilities by combining emoji.

In this section, we describe the implementation of the first iteration
of the system, presenting its architecture and explaining the different
system components.

8.1.1 Resources used

In order to build the system, we made use of several emoji-related re-
sources (see Fig. 8.1), which allow us to explore two levels: visual and
conceptual. In the following paragraphs, we describe the resources that
were put together when developing Emojinating.

8.1.1.1 Image Dataset

The first requirement when implementing a visual blending system is
the access to a dataset of images. These images are used as input in
the visual blending process, in which they are combined to produce
new ones. As we have explained in the previous section, there are sev-
eral image datasets of emoji because each vendor produces its own

157



158 EMO J INAT ING : G ENERAT ING EMO J I B L ENDS

ConceptNet

System

EmojiNet

Text Images

Figure 8.1: Emojinating system schematic

version, some of which are free to use. For visual blending purposes,
the use of raster images makes it necessary to employ image process-
ing techniques. On the other hand, using an image format in which
the different elements are already separated facilitates the process of
blending. For this reason, we chose to use datasets that provide images
in Scalable Vector Graphics (SVG) format. This decision is aligned with
our previous work on the Pig, Angel and Cactus experiment described
in Chapter 6. The SVG image format enables scaling without reducing
quality and uses a layered structure – e.g. each part of an emoji (e.g. a
mouth) is in a separate layer (see Fig. 8.2). This structure allows an eas-
ier blending process and contributes to the overall sense of cohesion
among the parts.

Figure 8.2: Division
of “Grinning Face
With Smiling Eyes”
emoji

Figure 8.3: Emoji
examples from
Twemoji

Althoughwe experimentedwith different datasets,most of ourwork
uses Twitter’s Twemoji,1 due to style preference. Twemoji is a dataset of
emoji images made available by Twitter (see Fig. 8.3), which provides
images in both Portable Network Graphics (PNG) and SVG formats.
During the development of Emojinating, we used different versions of
Twemoji, the first was version 2.3, which was available at the time of
the development of the first iteration and contained images for 2661
emoji. This dataset consists of images without any semantic informa-
tion besides the corresponding Unicode codepoint in the name of each
file.

8.1.1.2 Semantic Knowledge

Due to their frequent usage in written communication, emoji have se-
mantic knowledge associated with them. This knowledge is useful for
tasks such as sense disambiguation, employed to assess the meaning
of written text. Having emoji sense disambiguation as a goal, Wijer-
atne et al. (2016, 2017b) created EmojiNet, a machine-readable sense
inventory for emoji built through the aggregation of emoji explana-
tions from multiple sources. In EmojiNet, each emoji is represented as
a nonuple (see Fig. 8.4) that contains data about it (Wijeratne et al.,
2017b):Unicode representation, name, shortcode, definition, set of key-
words that describe attached meanings, set of images from different
vendors, set of related emoji, categories that the emoji belongs to and

1 github.com/twitter/twemoji

http://github.com/twitter/twemoji
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The Unicode 
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Open Emoji Resources
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The Emoji 
Dictionary

Emojipedia Link resources based 
on the Images of the 

Emoji

Extract sense labels 
from The Emoji 

Dictionary
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definitions from 

BabelNet

Nonuple of an Emoji

ui (Unicode): U+1F64C

ci (Short code): :raised_hands:

di (Definition): Two hands raised in 
the air, celebrating success or an event.

R i (Related emoji): Confetti Ball, 
Clapping Hands Sign, Church

Hi (Emoji category): Gesture symbols

I i (Images): 

K i (Keywords): celebration, gesture, 
hand, hooray, raised 

Si(Senses:celebration(Noun)):  Def: A 
joyful occasion for special festivities 
to mark some happy event

ni (name): Raising Hands

Search

BabelNet

Step 1

Step 2

Step 3

Step 4

Figure 8.4: Construction of Emoji Representation in EmojiNet. Source: (Wijer-
atne et al., 2017b).

different senses in which the emoji can be used within a sentence. Emo-
jiNet contains data of 2389 emoji.

8.1.1.3 Conceptual Extension

One of the key aspects to consider when implementing a system for
visual representation of concepts is how the system deals with con-
cepts. A particularly important feature is what we refer to as concep-
tual extension: getting information regarding related concepts based on
a given concept. To achieve this, we used ConceptNet – a semantic net-
work originated from the project Open Mind Common Sense (Speer and
Havasi, 2012). ConceptNet provides an Application Programming In-
terface (API), which can be used to access its data.

8.1.2 General Architecture

Even thoughwe focus our attention on the blending of emoji, the main
purpose of the Emojinating system is to present the user with visual
representations for the concept that they introduced. As such, in order
to represent the concept, the system firstly searches for existing emoji
and then produces visual blends by combining existing emoji.

For ideation purposes, the blending process is useful if there is no
existing emoji that matches the concept but also to suggest possible
alternative representations.

The system receives concepts with a maximum length of twowords.
The system starts by analysing the text given by the user. In this first
stage, three things can happen: (i) the user introduces a single word
(e.g. car), (ii) two words (e.g. wine polo or game theory) or (iii) more.
In the last case, the system removes stop-words (e.g. “a”, “because”,
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car {   ,   }

go fast idea

game theory {}

{   : go, pass away,...}{   : ...}

wine polo {}

{   : ...} {   : ...} {   : ...} {} {   : ...}

CONCEPT
EXTENDER

EMOJI
SEARCHER

EMOJI
BLENDER

car {   ,   }

Figure 8.5: Emojinating’s process of producing blends for three concepts: car,
wine polo and game theory.

“before”, “being”, etc.) and considers the result as the input text (query
concept) – if after this process of removal, the word count is still higher
than two, the system ignores it and ends the processwithout any result.Existing Emoji 

(EmojiNet)

Related Emoji 
(ConceptNet + EmojiNet)

Blended Emoji

+ Blending)
(ConceptNet + EmojiNet

Figure 8.6: Existing
emoji, related emoji
and blend generated
by Emojinating for the
concept “dream”.

The system conducts twomain tasks – retrieval of existing emoji that
match the introduced text (T1) and generation of new ones through
visual blending (T2). The two tasks are conducted using three compo-
nents (see Fig. 8.5):

1. Concept Extender (CE): usesConceptNet to retrieve concepts related
to a given word;

2. Emoji Searcher (ES): searches for existing emoji that are semanti-
cally related to a given word/words, using semantic knowledge
provided by EmojiNet;

3. Emoji Blender (EB): receives two emoji as input and produces a set
of blends.

The output of the system is a set of visual representations for the
introduced concept, composed of existing (E) emoji – i.e. emoji that
directly match the query word(s) – related (R) emoji – i.e. emoji that
match a concept related to the queried one, obtained with ConceptNet
– and generated blends (B) (see Fig. 8.6).

8.1.2.1 Retrieval of Existing Emoji (T1)

In order to conduct T1, the system uses the Emoji Searcher component to
find emoji based on the word(s) given by the user (e.g. in Fig. 8.5 the
coffin emoji is retrieved for the word go due to its presence in the sense
“go, pass away,...”). Theword searching process is conducted using the
semantic data associated with emoji, provided by EmojiNet.

Initially, we conducted a search in senses using their definitions,
directly retrieved from EmojiNet. However, we concluded that using
sense descriptions often leads to unrelated emoji, which are not useful
for the system. For this reason, we decided to use the sense lemmas
(word(s) that identify the sense, e.g. “celebration” in Fig. 8.4) instead
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woman technologist 

[“coder", “developer", “software", "woman", 

"technologist", “inventor"] 

"A woman behind a computer screen, working in 
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Figure 8.7: Two emoji retrieved by using the word “woman”

of their descriptions (e.g. “A joyful occasion...” in Fig. 8.4). As the Emo-
jiNet dataset only includes the sense id and its descriptions, the lem-
mas for each sense id had to be gathered from BabelNet (Navigli and
Ponzetto, 2012), which was the original source of the EmojiNet sense
data (Wijeratne et al., 2017b).

The search is conducted in the following data: name, definition, key-
words and sense lemmas. For the search, an exact matching of the word
is used (see Fig. 8.7). Each emoji is assigned a matching score of how
well it matches the query word(s), based on the results of the seman-
tic search, considering the number and source of occurrences, and the
Unicode codepoint length (e.g. U+1f474 is more specific than U+1f474
U+1f3fb). A score is assigned to each of the criteria, as follows:

1. Name (𝑁𝑉):

𝑁𝑉 = #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑤𝑜𝑟𝑑𝑠#𝑤𝑜𝑟𝑑𝑠_𝑛𝑎𝑚𝑒 , (8.1)

where #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑤𝑜𝑟𝑑𝑠denotes the number ofwords in the name
that match the word(s) searched and #𝑤𝑜𝑟𝑑𝑠_𝑛𝑎𝑚𝑒 is the total
number of words composing the name.

2. Definition (𝐷𝑉):

𝐷𝑉 = #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑤𝑜𝑟𝑑𝑠#𝑤𝑜𝑟𝑑𝑠_𝑑𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛 , (8.2)

where #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑤𝑜𝑟𝑑𝑠 represents the number of words in the
definition thatmatch theword(s) searched and #𝑤𝑜𝑟𝑑𝑠_𝑑𝑒𝑓 𝑖𝑛𝑖𝑡𝑖𝑜𝑛
denotes the total number of words in emoji definition.

3. Keywords (𝐾𝑉):

𝐾𝑉 = #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠#𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 , (8.3)

where #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 represents the number of keywords
that match the word(s) searched and #𝑘𝑒𝑦𝑤𝑜𝑟𝑑𝑠 is the total num-
ber of keywords of the emoji.
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4. Sense (𝑆𝑉):

𝑆𝑉 = #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑠𝑒𝑛𝑠𝑒𝑠#𝑠𝑒𝑛𝑠𝑒𝑠 , (8.4)

where #𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑠𝑒𝑛𝑠𝑒𝑠 is the number of senses that match the
word(s) searched and #𝑠𝑒𝑛𝑠𝑒𝑠 denotes the total number of senses
of the emoji.

5. Unicode Codepoint (𝑈𝑉):

𝑈𝑉 = 1𝑐𝑜𝑑𝑒𝑝𝑜𝑖𝑛𝑡_𝑙𝑒𝑛𝑔𝑡ℎ , (8.5)

where 𝑐𝑜𝑑𝑒𝑝𝑜𝑖𝑛𝑡_𝑙𝑒𝑛𝑔𝑡ℎ represents the codepoint length.
The criteria are then weighted according to the following formula:
𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒 = 𝑁𝑉×0.3+𝐷𝑉×0.15+𝐾𝑉×0.3+𝑆𝑉×0.2+𝑈𝑉×0.05
The 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒 reflects how well the emoji matches the given

word(s). The criteria have different weights due to the importance of
each one (e.g. a word in the name is more important than in a sense).
Moreover, name, keywords and description were initially gathered from
the Unicode Consortium, whereas senses were based on user attribution
and may be more ambiguous. After the search is concluded, a list of
emoji sorted by 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔_𝑠𝑐𝑜𝑟𝑒 is returned. This list can either be pre-
sented as existing emoji or used in the blending process as described
in Section 8.1.2.2 (e.g. the coffin emoji for the word “go” in Fig. 8.5).

8.1.2.2 Generation of visual representations (T2)

In T2 the system behaves differently, depending on the number of in-
troduced words. In the case of single-word concepts, the blending be-
tween emoji of the same word does not occur, e.g. two existing emoji
for car (the red and orange in Fig. 8.5) are not blended together to repre-
sent the concept car. This would only happen if the concept introduced
was “car car”. Instead, the Concept Extender and the Emoji Searcher com-
ponents are used to get emoji to blend (see Fig. 8.5).

The Concept Extender component is used to query ConceptNet for a
given word, obtaining related concepts, sorted according to ConceptNet
weight system. It is used in two situations: (i)when the user introduces
single-word concepts to retrieve double-word concepts to use in the
blending (e.g. for car the system obtains go fast, see Fig. 8.5); (ii) when
the Emoji Searcher component does not find any emoji for a given word
(e.g. theory does not have any matching emoji so the system uses the
related concept idea, obtained with the Concept Extender, see Fig. 8.5).

In the case of introduced single-word concepts, we only consider
double-word related concepts (e.g. go fast in Fig. 8.5) as initial exper-
iments indicated that using emoji from two single-word related con-
ceptswould result in blends unrelated to the introduced concept. After
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obtaining the double-word related concepts, the Emoji Searcher compo-
nent (already described for T1) searches for emoji for each word (e.g.
in Fig. 8.5 the coffin emoji is obtained for go, and the fast forward for fast).
These emoji are then used in the blending process.

Figure 8.8: Blend
produced for
“generation”.

On the other hand, when the user introduces a double-word con-
cept, the system firstly searches for existing emoji for each word, using
the Emoji Searcher component (already described). If emoji are found
for both words (e.g. wine glass emoji for wine and polo player for polo
in Fig. 8.5), a process of blend is conducted. If the system does not
find existing emoji for both words, a search for related concepts is per-
formed, using the Concept Extender component (already described).
An example is shown in Fig. 8.5, in which no emoji is found for the-
ory. The system uses the Concept Extender component to obtain related
concepts (e.g. idea). After getting the related concepts, the system uses
the Emoji Searcher to search for matching emoji (e.g. light bulb). If the
search is successful, a blending process is conducted.

So farwehavedescribedhowknowledge from thedifferent resources
is used to generate novel representations. One example is the blend for
generation (Fig. 8.8). Firstly, the Concept Extender is used to retrieve the
related concept baby boom. Then, semantic knowledge associated with
emoji is used by the Emoji Searcher to obtain matching emoji: the baby is
obtained through amatch in the emoji’s name; and the collision emoji is
obtained through amatch with the emoji’s keyword “boom”. The final
step consists of a visual blending process, whichmakes use of attribute-
based and positioning knowledge, retrieved from existing emoji (i.e. the
baby emoji is placed according to the position of the collision emoji).

Juxtaposition

Replacement

Fusion

Figure 8.9: Types of
blends

This process of visual blending occurs in the Emoji Blender compo-
nent, which merges two input emoji (emoji A, the base, and emoji B,
the replacement/modifier). The emoji to use are selected from the lists
provided by the Emoji Searcher. In practice, the system uses two emoji,
which are retrieved based on two words (either the initial input or a
result of a conceptual extension, as explained before). The system uses
the emoji of the secondword as a base and the emoji of the first word as
a replacement (see Fig. 8.5). In terms of blending, we consider three dif-
ferent methods (Fig. 8.9), based on the ones proposed by Phillips and
McQuarrie (2004). The first method is Juxtaposition (JUX), in which the
two emoji are put side by side or one over the other. Examples of JUX
are the blends for car and game theory in Fig. 8.5. The second method
is Replacement (REP), in which part of emoji A is replaced by emoji B.
An example of REP is the blend for wine polo the water is replaced by
wine (see Fig. 8.5). The third method is Fusion, in which the two emoji
are merged together by exchanging parts. In this first iteration of the
system, only JUX and REP were implemented.
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8.1.3 Presenting visual representations

In the previous section, we presented the general architecture of Emoji-
nating, describing its components and tasks. In this section, we explain
how the results are shown to the user.

8.1.3.1 Summary of the system’s output

In summary, the system takes a text concept (one or two words) and
outputs a set of visual presentations, consisting of:

• existing emoji (E): emoji that have the exact text of the query con-
cept in their semantic data. For example, if the user inputs “hot
dog” the system uses the Emoji Searcher component to search for
emoji that include exactly “hot dog” in their data, retrieving .

• related emoji (R): emoji that match a concept that is related to the
queried one. The system uses the Concept Extender component
to retrieve related concepts from ConceptNet and then uses the
Emoji Searcher to search emoji that match the related concepts.
The system is configured to search for both 1st degree (queried
concept→ related concept→ emoji) and 2nd degree (queried concept
→ related concept → related concept → emoji) related concepts. For
example, if the user inputs “freedom” the systemwill retrieve no
existing emoji and the “statue of liberty” emoji for 1st degree
related concepts.

• emoji blends (B): blends that are produced by combining existing
emoji that are related to the queried concept. For the producing
blends, the system uses between two (if the user inputs a double-
word concept that has existing emoji for each of its words) and
three components (e.g. in the case of single-word concepts). In
the case of single-word concepts, the blends are generated using
double-word related concepts retrieved from ConceptNet using
the Concept Extender component, as described in Section 8.1.2.2.

Figure 8.10: Visual
blends for “rain
man” using the same
emoji. The top blend
uses juxtaposition
and the others use
replacement.

The system’s output is a variable number of visual representations
for the introduced concept, composed of existing emoji (E), related
emoji (R) and generated blends (B). The number of elements in each
of these groups varies in quantity, depending on the data found.

The number of blends produced also depends on the nature of the
query concept (single-word or double-word). The first iteration of the
system has a deterministic nature, always showing the same results.
For single-word concepts, it firstly extends the query concept to dou-
ble-word related concepts and then, for each related concept, it pro-
duces blends. For the production of blends fromdouble-word concepts,
it either uses the initial double-word input concept or extends each
word to related concepts, depending on the availability of emoji. In any
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Figure 8.11: Interface of Emojinating version 1 showing blends and existing
emoji for “cat”.

case, for a given double-word concept (either input or related), the sys-
tem only uses the emoji with the highest matching score for each word
(two emoji in total).

For each emoji combination, the first iteration of the systemproduces
the following blends:

• one JUX blend, inwhich the replacement emoji B is reduced in size
and placed over the base emoji A (e.g. top blend in Fig. 8.10);

• REP blends for each possible layer replacement – in each blend,
the replacement emoji replaces a different layer of the base emoji.
In other words, a blend is produced for each part (layer) of the
base emoji A: emoji B replaces the part using its position (e.g. in
Fig. 8.10 the rain cloud emoji replaces themoustache, the face shape,
the hair and the nose). All possibilities are generated.

8.1.3.2 Interface

The aim of the Emojinating is to allow the user to input a concept and
receive visual representations of it. As such, a web-based interface was
developed (see Fig. 8.11), being composed of twomain areas: the search
area and the results area. The search area contains a search field, in which
the user writes words to search. After conducting the search and gen-
eration of emoji, the results are presented to the user in the results area.
This area is divided into four sections: (i) the generated blends section,
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which shows the blended emoji; (ii) the existing emoji section, which
shows emoji retrieved from the search for the introducedword(s); (iii)
the related emoji (1st level) section, which shows emoji for directly re-
lated concepts to the one introduced; and (iv) the related emoji (2nd
level) section, which shows emoji for indirectly related concepts (re-
trieved using related concepts).

8.2 EVALUAT ING PERFORMANCE WITH NGSL

In order to evaluate the system in terms of its capability to produce vi-
sual representations of concepts, we first focused on single-word con-
cepts. Moreover, we were interested in assessing the importance of the
several knowledge sources for emoji retrieval.

We begin by describing the setup of a test2 for the assessment of the
system’s quality in terms of gathering existing emoji and generation of
visual blends. Afterwards, we present and analyse the results. The test
was conducted with the goal of studying the following aspects:

• the general capability of producing results;
• impact of the several sources of emoji semantic knowledge on the

retrieval of emoji;
• quality of the results in terms of concept visual representation.

8.2.1 Experiment Setup

In order to evaluate the system, we decided to use it to produce visual
representations for a list of concepts. We selected the NewGeneral Ser-
vice List (NGSL) (Browne, 2014), as it consists of a core vocabulary of
2801 words for second language learners. We believe that using a core
concept list is a good way to assess the system’s performance in pro-
ducing visual representations for concepts. As most emoji represent
nouns, we decided to apply this restriction to the list. Using RiTa3 li-
brary (part-of-speech tagging function), the list was reduced to a total
of 1509 nouns.

The system was used to produce visual representations (existing
emoji + blends) for each concept of the list and was then evaluated
in terms of solution production and quality of concept representation.

8.2.2 Results

Aspreviouslymentioned, this experiencewas conducted to study three
different aspects: (i) capability of producing results, (ii) impact of dif-
ferent semantic knowledge sources and (iii) quality of the results. We

2 The test was presented by Cunha, Martins, and Machado (2018a).
3 rednoise.org/rita/

http://rednoise.org/rita/


8.2 EVALUAT ING PER FORMANCE W I TH NGS L 167

0%

25%

50%

75%

100%

D N K S

D 
an

d 
N

D 
an

d 
K

N 
an

d 
K

or
 (
DN

K)

an
d 

(D
NK

)
an

d 
(D

NK
S)

or
 (
DN

K)
 &

 n
ot

 
or

 (
DN

K)
 &

 S
S 

& 
no

r (
DN

K)

nE = 0 0 < nE <= 50 50 < nE < 100 nE = 100

Figure 8.12: Sources of Semantic Information. Percentage of nouns in relation
to the percentage of noun’s existing emoji (nE) in terms of semantic informa-
tion source, e.g. 29.45% of the nouns with existing emoji have none of their
emoji (nE = 0%) with definition as source of their semantic information (first
bar on the left). Sources are: Definition, Name, Keywords and Senses.

divide the analysis of the results into two parts – the first focuses on
points (i) and (ii), and the second on (iii).

8.2.2.1 Production and Semantic Knowledge Sources

In general, the system is able to retrieve visual representations that re-
flect themeaning of the noun, both related (e.g. “change”) andblended
(e.g. “roof”) – see Fig. 8.13. From the 1509 input names, the system is
only unable to produce results for four nouns (“protein”, “incentive”,
“immigrant” and “refugee”), as observed in Table 8.1. It retrieves ex-
isting emoji for 927 nouns, 1st level related emoji for 1267 nouns, 2nd
level related emoji for 1212 nouns and produces blends for 1043 nouns.

The most significant source of semantic information is senses, with
59.44% of nouns having the majority of their emoji related to senses,
38.3%have all the emoji (100%), and only 23.3%have none of the emoji
(0%) related to senses (Fig. 8.12). It is also important to notice the value
of definition, with 43.04% (26.86 + 16.18) of nouns with the majority of
their emoji related to definition, 26.86% with all the emoji, and 29.45%
with none of the emoji. These two sources highly contrast with the rest,
as well as, with combinations among them.

8.2.2.2 Quality of Visual Representations

The system’s ability to retrieve related emoji and produce blends does
notmean that these correctly represent the concept. To assess howwell
the blends and related emoji represent each concept, we analysed them



168 EMO J INAT ING : G ENERAT ING EMO J I B L ENDS

Table 8.1: Results of producing representations for the NGSL dataset. Number
of nouns with each type of emoji – related (R) 1st and 2nd level, blended (B),
either R or B (R∪B), and neither R or B (R∩B) – and the presence (E) or absence
(E) of existing emoji. The number of emoji considered in R does not include
the ones that also exist in E.

R 1ST R 2ND B R∪B R∩B

E 927 853 683 707 921 6
E 582 414 529 336 578 4

1509 1267 1212 1043 1499 10

Table 8.2: Results in terms of quality of related emoji (R) and blends (B) –
(1) none represents the noun, (2) bad, (3) neutral, (4) good and (5) obvious,
expressed in number of nouns.

(a)
1 2 3 4 5

R 692 253 287 215 31 1478
B 668 187 108 74 6 1043

Table 8.3: Usage of generated visual representations (G), i.e. related and
blends, and presence of existing emoji (E), expressed in number of nouns.
Nouns with existing emoji were divided into: good (at least one existing emoji
represents the noun) and bad (no existing emoji represents the noun). It
shows the number of nouns in which one of the generated emoji was selected
to represent the noun (S); and in which none was selected (S).

(b)
GS GS G

E good 112 675 4 791
bad 65 69 2 136

E 288 290 4 582

465 1034 10 1509



8.2 EVALUAT ING PER FORMANCE W I TH NGS L 169

wave
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musician
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roof

Figure 8.13: Examples of the system output for several concepts, showing ex-
isting emoji (E), related emoji (R) and produced blends (B).

and assigned a value from 1 (does not represent the noun) to 5 (rep-
resents in an obvious way) to each group (related emoji and blends).
This assessment focuses on the best exemplar of each group (if one
exists). The obtained results can be seen in Table 8.2.

On the other hand, some of the sources used to retrieve existing
emoji are not official but result from user attribution (e.g. senses). For
this reason, there is no guarantee that they represent the concept well.
To evaluate the quality of the existing emoji we assigned a binary value
corresponding to whether it represents the concept (good, e.g. for
speaker in Fig. 8.13) or not (bad, e.g. 4 for actor in Fig. 8.14). After-
wards, we identified if at least one of the generated emoji (related or
blended)5 can be selected to represent the noun (S) – i.e. it is as good
or better than the existing emoji.

From this analysis it is possible to divide the nouns into different
groups (see Table 8.3):

1. GS∩E – a generated emoji was selected to represent the noun (S)
despite the presence of existing emoji (E). Three situations oc-
cur: (a) Good E but the generated ones are even better. This is the
best case scenario and had an incidence of 112 out of 921 emoji
with Existing and Generated emoji (12.16%), which we consider
a good result – e.g.musician, release and roof in Fig. 8.13; (b) Bad E
and the generated ones are better (e.g. Fig. 8.14, the existing emoji

4 Notice that is the image of emoji man singer (U+1F468 U+200D U+1F3A4) in Twemoji
2.3, which was used in the experiment. Recent versions have a different image.

5 The term “generated emoji” is used for ease of writing to refer to related emoji and
blends, even though related emoji are retrieved rather than “generated” and “blends”
cannot be truly considered “emoji”
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initiative
B

review
B

bond
B

freedom
B

proof
B

generation
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EB B
opera
B

research
BE

actor contract

Figure 8.14: Examples of generated blends (B) for single-word concepts that
either not have existing emoji, e.g. freedom, or have non-representative ones
(E), e.g. actor.

for actor depicts a singer). We do not consider the results for this
group very good as the generated were only selected in 65 from
a total of 134 nouns with generated and bad existing emoji. One
reason for this may be the abstract nature of nouns; (c) Equally
good. The generated emoji are as good as the existing emoji. This
is often related to different meanings for the same noun – e.g.
change and speaker in Fig. 8.13;

2. GS∩E: There are no existing emoji and the system is able to gen-
erate emoji that represent the nounwell – e.g. initiative, proof, gen-
eration and review in Fig. 8.14;

3. GS∩E: The system is not able to generate anything better than the
existing emoji. Two situations occur: (a) Good E. This is the case
with most incidence (675 nouns). This is easy to justify as some
nouns have officially associated existing emoji – e.g. cat and sun in
Fig. 8.13. The fact that the generated were not selected, does not
mean their quality is not good – it was just not enough to surpass
the existing emoji. This may be due to the non-literal nature of
generated emoji; (b) Bad E. Despite the bad quality of existing
emoji, the generated ones are not considered better. One reason
for this may be the abstract nature of the nouns;

4. GS∩E: the systemdoes not produce anything good enough to rep-
resent the noun. This is the worst situation.

Despite stating that the number of nouns with existing emoji is 927
(Table 8.1), the number of nouns well-represented with existing emoji
is only 791 (Table 8.3). The number of nouns for which the system
is not able to produce an adequate emoji is 365 ((bad E ∩ GS) + (E ∩
GS) + (bad E ∩ G) + (E ∩ G)). This means that the system is able to
present the user with concept-representative solutions for 1144 nouns
out of 1509 (an increase of 44.63%when compared to the initially well-
represented 791 nouns, i.e. achieving a higher conceptual coverage than
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the emoji set on its own) – see examples in Fig. 8.13. It is important to
bear in mind that the initial number of well-represented nouns would
be even lower if we did not consider the emoji retrieved using non-
official semantic knowledge (from EmojiNet). An example is case of
the noun contract (shown in Fig. 8.14) for which the system is only
able to find an existing emoji, clamp (U+1F5DC), which is retrieved
using information from senses.

8.3 USER STUDY WITH DOUBLE -WORD CONCEPTS

After conducting an evaluation focused on single-word concepts (de-
scribed in Section 8.2), we decided to shift our attention to double-
word concepts. In order to assess the quality of the blend generation
process, a user study6 was conducted, which focused on three things:
ability to represent concepts, quality of the blends and degree of sur-
prise. In this evaluation, we were more interested in exploring the cre-
ative potential of the system than in obtaining results for concrete con-
cepts. In this section, we present the results of the user study.

8.3.1 Experiment Setup

In order to assess the quality of the system in terms of visual blend pro-
duction, we conducted a user study. Firstly, a list of ten concepts was
produced. In this study, we focused on made-up concepts to explore
the creative potential of the system.

The concepts to use in the study were randomly generated on the
website Title Generator,7 resulting in the following set: Frozen Flower,
Secrets in the Future, Serpent of the Year, Silent Snake, Storm of the Teacher,
The Darkest Rose, The Flame of the Swords, The Laughing Blade, The Sexy
Moon and The Sharp Silk.

The study consisted in giving the concept list to participants, who
would input the concepts into the system to produce visual blends and
then answer a series of questions related to their experience with the
system and quality of the output. As such, each participant received
the concepts one by one, in a randomorder – thiswas done tominimise
the biasing of the results. For each concept, the participants were asked
to conduct the following tasks:

T1 introduce the concept and generate the blends;

T2 answer if there is a blend that represents the concept (yes or no);

T3 evaluate quality of representation from 1 (very bad) to 5 (very
good);

6 The study was presented by Cunha, Martins, and Machado (2018b).
7 ruggenberg.nl/titels.html

http://ruggenberg.nl/titels.html
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Figure 8.15: Blends selected as best representation for each concept (top 12).
Below each blend is the number of participants who selected it and the total
number of participants who selected a blend for that concept. The blends are
ordered left-right, top-bottom, according to the order used in Table 8.4. Two
blends are shown for The Laughing Blade and The Sexy Moon.

T4 identify degree of surprise from 1 (very low) to 5 (very high);
T5 select the best blend (only if a positive answer was given to T2).

A section for the participants to write optional comments was also
included. Asking the user to select the best blend and then evaluate the
system based on it may not be a common way of assessing a system’s
quality. However, in the case of our system, it serves the purpose as one
of the goals of the system is to be used for ideation, in which having at
least one good solution is enough.

8.3.2 Results

The study was conducted with 22 participants, who used the system
to produce visual representations for all ten concepts. It is important
to mention that the number of blends generated is variable and, con-
sequently, the number of blends shown was not the same for every
concept – e.g. for Silent Snake the system produces seven blends and
for Storm of the Teacher 47.

The results obtained are shown in Tables 8.4 and 8.5. Overall, the
system was able to generate blends that represented the concepts –
71.36% (157 out 220) of the answers to T2 were positive (Table 8.4)
and the quality was above or equal to high (4) in 46.81% (103 out of
220) of the cases.

Moreover, the system is able to produce different blends that are con-
sidered interesting for the same concept. Figure 8.15 shows two blends
forThe Laughing Blade thatwere selected as the best by an equal number
of participants. One reason for this may be the different interpretations
for The Laughing Blade: the blade is literally laughing; or a non-literal
interpretation related to a possible nickname of the swordsman, who
laughs a lot.

Similarly, the best blend for The Flame of the Swords is literal and for
Storm of the Teacher is metaphoric. The results concerning surprise seem
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Table 8.4: Results of T2, T3 and T4, expressed in number of answers
T2 (representation) T3 (quality) T4 (surprise)

Concepts Yes No <4 ≥4 <4 ≥4

Frozen Flower 13 9 6 7 7 6
Secrets in the Future 18 4 7 11 8 10
Serpent of the Year 5 17 1 4 1 4
Silent Snake 20 2 7 13 7 13
Storm of the Teacher 20 2 5 15 4 16
Darkest Rose 18 4 4 14 10 8
The Flame of the Swords 21 1 3 18 13 8
The Laughing Blade 16 6 12 4 7 9
The Sexy Moon 21 1 5 16 6 15
The Sharp Silk 5 17 4 1 2 3

Total 157 63 54 103 65 92

Mode 4 4
Median 4 4
Mean 3.73 3.59

to reflect this difference: The Flame of the Swords, despite having a good
quality score, was not considered surprising by the majority of the par-
ticipants, whereas Storm of the Teacher was considered both surprising
and of good quality.

The worst results were from The Sharp Silk, which was only consid-
ered concept-representative by 5 participants, from which only one as-
signed a quality score above or equal to high (4). Their opinion on the
surprise criterion was also divided, resulting in two modes (2 and 5).

Most participants reported having difficulty in understanding some
of the blends. Some did not recognise a shape (e.g. red shape of Frozen
Flower), others had different interpretations (a planet instead of a crys-
tal ball for Secrets in the Future) and others did not understand the rea-
son behind a blend (e.g. Serpent of the year) – see Fig. 8.15. These were
the main reasons for answering negatively to T2, and possibly for dif-
ferences in the participants’ opinion.

In the current implementation, only the emojiwith the highestmatch-
ing value is used. Changing this would increase the number of result-
ing visual blends and possibly lead to the generation of better ones, as
the highest matching value does not necessarily result in the genera-
tion of the best blends.

8.4 SUMMARY

In this chapter, we presented and described Emojinating – a system
that searches for existing emoji and automatically produces emoji blends,
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Table 8.5: Mode, median and mean for T3 and T4 (only includes participants
who answered positively to T2)

T3 (quality) T4 (surprise)
Concepts Mode Median Mean Mode Median Mean

Frozen Flower 4 4 3.54 3 3 3.46
Secrets in the Future 4 4 3.67 4 4 3.50
Serpent of the Year 4 4 3.80 4 4 4.00
Silent Snake 4 4 3.80 4 4 3.80
Storm of the Teacher 4 4 3.95 4 4 3.85
The Darkest Rose 4 4 3.89 3 3 3.39
The Flame of the Swords 4 4 4.05 3 3 3.14
The Laughing Blade 3 3 3.19 3 4 3.63
The Sexy Moon 4 4 3.86 4 4 3.81
The Sharp Silk 3 3 2.60 2 and 5 4 3.60

based on a user-introduced word. To do so, it combines semantic net-
work exploration with visual blending. In order to implement the sys-
tem, we used the following resources: Twitter’s Twemoji dataset, Emo-
jiNet dataset and ConceptNet.

In order to evaluate the system, we conducted two experiments. In
the first experiment (Section 8.2), we assessed the system’s quality in
terms of output production, testing it with 1509 nouns from a list of
core concepts. The system was able to produce results for the majority
of the nouns, achieving good quality of representation and novelty.

In the second experiment (Section 8.3), we asked 22 participants to
use the system to produce visual representations for ten concepts. The
goal of the experiment was to assess three aspects: ability to represent
concepts, quality of the blends and degree of surprise of the partici-
pants. The system was able to produce concept-representative visual
blends and, formany cases, the participants stated that the resultswere
different from what they were expecting.

As an ideation tool, this first version of the system has clear limita-
tions. First, the system is deterministic and only shows results produced
using the best emoji, not exploring the full search space. Second, the
interface only allows the user to input the concept, which we consider
a reduced interaction.

In a way, by running the core concept list on this deterministic ver-
sion of the system we have established what we consider as the low
limit in terms of solution quality, as the system does not explore the
solution space to find better solutions nor is it prepared for automatic
quality assessment – i.e. the focus is mainly on generating solutions,
not on retrieving the best.
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In Chapter 8, we have presented the Emojinating system. It uses emoji
as input visual representations for a process of visual blending inwhich
they are combined with the goal of representing concepts given as in-
put by a user. Despite being able to achieve a higher conceptual cover-
age than the one from emoji set (as described in Section 8.2.2.2), the
implemented system does not employ an effective strategy for explor-
ing the search space – it only considers the best emoji (semanticmatch)
for blend generation. This approach ignores most of the search space
and does not guarantee that the solutions are the most satisfactory for
the user – one of the shortcomings identified.

In this chapter, we tackle the aforementioned issues by proposing an
Interactive Evolutionary Computation (IEC) framework that combines
a standard Evolutionary Algorithm (EA) with a method inspired by
Estimation of Distribution Algorithms (EDAs) to evolve visual repre-
sentations for concepts introduced by the user.

In order to assess the quality of the evolutionary approach and com-
pare it with the deterministic version, we conducted two user studies.
We present and discuss the experimental results obtained.

This chapter is based on the work presented in the paper by Cunha
et al. (2019a).

9.1 CONTEXT AND RELATED WORK

In the domain of visual representations, computers have been made to
draw on their own (e.g. McCorduck, 1991), used as creativity support
tools for drawing (e.g. Lee, Zitnick, and Cohen, 2011) and even been
given the role of colleague in co-creative systems (e.g. Davis et al., 2016).
These examples, however, are more related to Art and shift away from
the Design domain, in which a specific problem is addressed, e.g. how
to design an icon to represent a given concept.

EAs are computational models inspired by the Theory of Natural Se-
lection (Darwin, 1859) andMendelian genetics (Mendel, 1865). They are
normally used in problems in which it is possible to assess the quality
of solutions based on a specific goal. However, the difficulty behind de-
veloping computational approaches to solve Design problems is that,
in most cases, they greatly depend on human perception. For this rea-
son, they can be seen as open-ended, as there is no optimal solution
since they hinge on the user preferences. Thus, assessing quality is a
complex problem on its own.

175
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A possible way to tackle this problem is to develop systems that
allow the user to choose which solutions are adequate. One of such
approaches in the Evolutionary Computation (EC) domain is usually
referred to as Interactive Evolutionary Computation (IEC). IEC is char-
acterised by having a user-centred evaluation process, enabling human
and machine to work together in the production of solutions. It has
been considered suitable for open-ended design problems (Parmee,
Abraham, andMachwe, 2008), since it is capable of accumulating user
preferences and, at the same time, stimulating creativity.

IEC has been used in different domains such as Fashion, to produce
shoe designs according to the preferences of the user (Lourenço et al.,
2017); Poster Design, to evolve typographic posters (Rebelo and Fon-
seca, 2018); or even Information Visualisation, to explore the aesthetic
domain (Maçãs, Lourenço, and Machado, 2018). In terms of symbol
generation and visual representation of concepts, IEC has also been
seen as a possible approach to solve problems.

Dorris et al. (2004) use IEC to evolve anthropomorphic symbols that
represent different emotions (e.g. anger, joy, etc.). The genotype of each
individual is a vector of nine real-valued numbers that correspond to
the angles of the nine limbs (e.g. torso, left shoulder, right elbow, etc.).

Dozier et al. (2005) focus on emoticon design using an interactive
distributed evolutionary algorithm – multiple processors working in
parallel. It allows several participants to interact in simultaneously,
evolving solutions that are the result of their judgements. The emoti-
cons are represented as a vector of 11 integer variables, which corre-
sponds to the 𝑦-coordinates of 11 points (e.g. the first three codified the
left eyebrow).

Piper (2010) also uses a distributed approach, proposing an interac-
tive genetic algorithm technique for designing safety warning symbols
(e.g. hot exhaust). It uses previously drawn symbol components as in-
put which were then combined to produce new symbols. According to
Piper (2010), this distributed approach allows the replacement of the
usual focus group in symbol design process with a group of partici-
pants interacting using computers in a network.

Hiroyasu et al. (2008) propose an interactive genetic algorithm that
uses a crossovermethodbased onprobabilisticmodel-building for sym-
bol evolution according to user preference. Each individual (symbol)
is a combination of a colour (HSB model) and a shape (from a set of
eight different shapes).

Estimation of Distribution Algorithms (EDAs) are based on the idea
that statistical information about the search space can be extracted and
used to modify the probability model, reducing the search space and
leading faster to good solutions (Gong, Yan, and Zuo, 2010; Pelikan,
Goldberg, and Lobo, 2002). Our approach takes inspiration from EDA
methods to provide away to quickly and efficiently search for solutions
that match the user preferences.
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9.2 IMPLEMENTAT ION

In Section 8.2.2.2, we assessed the system’s performance using 1509
nouns from the New General Service List (NGSL) (Browne, 2014) and
reported that the system was able to produce emoji for 75% of the list.
Despite considering these results as good, the tested system only uses
the best emoji (semanticmatch) for each concept, not exploring the full
search space. With this in mind, we propose an evolutionary approach
to explore the search space and find visual representations of concepts
that match user preferences.

9.2.1 Evolutionary Approach

To implement this newversion ofEmojinating, we use theEmoji Searcher
and theConcept Extender components described in Section 8.1.2, andwe
introduce a novel approach to explore the search space using IEC tech-
niques. As such, an evolutionary system was implemented. The Emoji
Blender component was modified in order to work together with an
evolutionary engine, in which the generated blends are the phenotype
of individuals.

The approach has a two-level evolution: on a macro level, it uses a
method that takes inspiration from EDAs to direct the search to areas
that match the user preference; on a micro and more specific level, it
uses a standard EA to focus the evolution on certain individuals. The
approach is schematically represented in Fig. 9.1.

9.2.1.1 Concept Tree and General Evolution

The Emoji Searcher and Concept Extender components are used together
to produce a graph-like structured object from the user introduced con-
cept (T1 in Fig. 9.1). This object – which we refer to as Concept Tree (CT)
– stores the conceptual and emoji data produced from the analysis of
the concept (Fig. 9.2). It has two different levels: concept level, in which
related concepts are connected (e.g. the concept god is connected with
the related concepts judge people, judge men, justify hate and quiet storm);
and the emoji level, which stores the sets of emoji retrieved for each con-
cept (e.g. judge has a set of emoji and men has another, Fig. 9.2).

The complexity of the Concept Tree object depends on the type of con-
cept introduced by the user. If it is a single-word concept (e.g. god), re-
lated double-word concepts are searched and then emoji are retrieved
for each of the words. If the user introduces a double-word concept, no
related concept is required and the system directly retrieves emoji.

Taking inspiration from EDA methods, a weight value is assigned to
every concept in the set of related concepts (in case they exist) and
to each emoji. These weights are also stored in the Concept Tree object.
When we generate new individuals (T2 and T8), the weights are used
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Figure 9.1: Evolutionary framework diagram, showing tasks (T1-9) and ob-
jects, e.g. Concept Tree (CT). The user starts by introducing a concept, which is
used to generate a random set of solutions (T1 and T2). Then, the user eval-
uates the individuals by selecting the ones that fit their preferences (T3), re-
ferred to as “liked individuals”. The user can also select the individuals to be
stored in an archive (T4), referred to as “locked individuals”. After the evalu-
ation, the fittest individuals (“liked”) are gathered from the population and
from the archive (T5). The gathered individuals are then used to produce off-
spring through mutation (T7), and to update the weights of the concept tree
(T6) – a graph-structured object with which new individuals are generated
(T8). This process can be repeated indefinitely until the user is satisfied.

to select both the concept and the two emoji for the new individual
– the higher the weight, the greater chances it has of being selected.
Initially, the weights are all set to 1 and are updated in each generation
according to user preferences (T6 in Fig. 9.1).

9.2.1.2 Representation

The emoji from Twitter’s Twemoji dataset are composed of layers – e.g.
the storm emoji in Fig. 9.2 has two layers, a cloud and a lightning. As
already mentioned, each visual blend is the phenotype of an individ-
ual. The individuals are encoded using a two chromosome genotype,
which codifies the combination between two emoji. The first chromo-
some (c1 in Fig 9.2) stores the two emoji (e1 and e2) used in the blend.
The second chromosome (c2 in Fig 9.2) is responsible for defining the
exchanges of parts that occur in the blend. This is codified by having
each exchange stored as a gene (e.g. g1). Each gene corresponds to a
set of two values: the first defines the part from e1 that will be used as a
replacement (-1 in Fig 9.2) and the second corresponds to the layer that
will be replaced in e2 (0.2 in Fig 9.2). As the number of layers is not the
same among emoji, we use numbers in the [0,1] interval, which corre-
spond to the position of the layer in the layer array. The value -1 can
also be used, when the whole emoji is to be used instead of a layer (e.g.
when a juxtaposition blend occurs). For example, for individual #2 in
Fig 9.2 the whole church emoji is used as a replacement (encoded by the
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Figure 9.2: Individual representation and weight update system. The figure
shows the two chromosomes (c1 and c2) of two individuals’ genotypes. It also
shows gene 1 (g1) of c2 from individual #2 in detail. Regarding the weight
system, individual #1 is being “liked”, which directly increases the weights
of the concepts / emoji marked in green and indirectly increases the ones of
concepts / emoji marked in grey.

-1 of g1) and the cloud layer is defined as a replaceable part (encoded by
the 0.2 of g1).

In the implementation, two types of blends are used: replacement (a
part of e2 is replaced by e1) and juxtaposition (e1 and e2 are put side by
side or one over the other). In both cases, only one exchange is encoded
per individual. Although fusion blend type is not implemented in this
version of the system, the chosen representation is already suitable for
its integration.

9.2.1.3 User evaluation

In each generation, a population of 20 individuals is presented to the
user, who is able to perform two different actions that affect the evo-
lutionary process: mark individuals as “liked”, which increases their
fitness; and store them in the archive.

When an individual is “liked” (e.g. Ind. #1 in Fig. 9.2), the weights
of the Concept Tree are updated (T6). It directly increases the weight of
the related concept behind the individual and of the used emoji in the
sets belonging to the concept (marked in green in Fig. 9.2). A process
of indirect weight assignment is also used: the system searches for the
emoji in other concept’s sets and, if found, increases the weight of the
emoji and corresponding concept (marked in grey in Fig. 9.2). This
fosters related concepts that also use the same emoji and allows the
system to find solutions that might also be of interest to the user. The
weight increment is calculated based on the sumofweights of a set and
it varies according to the type – a direct increment is 5% of the weight
sum and an indirect is 2%. In order to make the evolutionary system
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work, the user does not need to classify every single candidate solution
but only select the ones considered interesting.

9.2.1.4 Weight equalisation

Amethod of weight equalisationwas implemented, whichmeans that,
as the evolutionary process progresses, there is a tendency towards
an equal distribution of weights. The weights between concepts and
between emoji inside sets will eventually converge to the same value,
if not stimulated. This allows the system to achieve diversity even in
late generations, avoiding unwanted convergence.

First, the average of weights inside a set is calculated. The weights
that are above average are updated according to the following equation
(EQ_RATE = 13):𝑛𝑒𝑤_𝑤𝑒𝑖𝑔ℎ𝑡 = (𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑤𝑒𝑖𝑔ℎ𝑡 − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒_𝑤𝑒𝑖𝑔ℎ𝑡) × EQ_RATE. (9.1)

The method of weight equalisation is particularly useful when used
together with an archive, which allows the user to increase population
diversity and explore multiple areas of the search space, without los-
ing individuals already considered good. Despite being different from
classic EAs (inwhich convergence is a goal), this approach fits the prob-
lem, as the goal is to help the user find the highest number of interest-
ing, yet considerably different, solutions.

9.2.1.5 Archive

An archive is often used to avoid the loss of population diversity by
storing good individuals that can later be reintroduced in the popula-
tion (e.g. Liapis, Yannakakis, andTogelius, 2013; Lourenço et al., 2017).
Another possible use is to store the fittest individuals in order to use
them to automatically guide the search towards unseen solutions (e.g.
Vinhas et al., 2016).

In our case, diversification of the population is achievedwithweight
equalisation (as already described). Our archive works as a storage
of individuals and has two main functionalities: (i) to save individu-
als and to avoid losing them in the evolutionary process; (ii) allowing
the user to activate a permanent “liked” status that leads to a constant
fostering of individuals. This option helps in situations in which the
user has found an individual with an interesting trait (e.g. the use of
a specific emoji) and wants to constantly stimulate it without having
to manually do it on each generation. As explained before, selecting
an individual as “liked” not only fosters its specific evolution but also
has an effect on general evolution – changing Concept Treeweights and
consequently affecting the generation of new individuals.

Moreover, storing the individual in the archive is the only way of
guaranteeing that it is not lost when moving to the next generation. It
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allows the user to store solutions and focus on other possibilities while
being able, at any time, to further evolve the stored individual, by ac-
tivating the “liked” option. Combined with the weight equalisation,
this makes it possible for the system to increase its diversity and, at
the same time, avoid the loss of good individuals. In other approaches,
such as (Lourenço et al., 2017), the archive is used to avoid the loss of
population diversity by reintroducing stored individuals in the popu-
lation. Differently, our strategy is to use the archive to allow the user to
continuously change its exploration goal and try to find new promis-
ing areas in the search space.

9.2.1.6 Mutation

In addition to being used to update the Concept Treeweights (T6), user-
evaluated individuals (the “liked” ones) are also employed in the pro-
duction of offspring in each generation (T7). These are gathered from
both the current population and the archive. From each “liked” indi-
vidual, a set of four new individuals are produced (e.g. in Fig. 9.3, the
four “bread-rhinos” in the population were generated bymutating the
“liked” one in the archive). The parent individual goes through a mu-
tation process, in which three types of mutation may occur: (i) emoji
mutation (20% probability of occurring) – the emoji used as replace-
ment is changed; (ii) layer mutation (80% probability of occurring per
gene) – the replaced layer is changed (e.g. all “bread-rhinos” in the
population except the first); and (iii) blend type mutation (5% probabil-
ity) – this mutation changes the type of blend to juxtaposition, in which
the emoji are used together and no replacement occurs (e.g. the first
“bread-rhino” in the population). If a blend typemutation happens, no
layermutation occurs. The values presentedwere empirically obtained
through experimentation and adjustments.

The use of the layer and emoji mutation types covers two situations: (i)
adequate emoji are being used but the layer is not the correct; (ii) the
exchange of layers is considered good but using different emoji may
lead to a better solution.

9.2.1.7 Offspring

The offspring produced from parent individuals (T7) are added to a
pool, from which they are afterwards randomly selected for the next
generation. The number of individuals in the population is constant
(20). As such, there is a maximum percentage of the new population
(30%) that is used for individuals generated from parents throughmu-
tation. The remaining percentage corresponds to new individuals gen-
erated from the Concept Tree (T8). When generating individuals from
scratch using Concept Tree, the probability of juxtaposition is set to 20%
and of replacement to the remaining 80% – replacement can lead to many
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Figure 9.3: Interface of Emojinating version 2. The interface is divided into
three areas: search area (1), population area (2) and archive area (3). There are
five different button types that allow the user to interact with the system: next
generation (a), download (b), lock (c), like (d) and remove from archive (e). A
“liked” individual has an activated like button (f). The number of individuals
in the population was intentionally reduced to increase legibility.

more different solutions than juxtaposition and, as such, it should occur
more frequently.

9.2.2 Interface

The IEC system was implemented as a web-based application, which al-
lows user interaction (see Fig. 9.3). The interface has three areas: the
search area, the population area and the archive area (1–3 in Fig. 9.3). The
search area is where the user introduces the concept (e.g. bread animal in
Fig. 9.3). The population area presents the current population, showing
the visual representation of the blends. Each individual has buttons:
the like, which is used to evaluate the individual (d in Fig. 9.3); the
lock, which stores the individual in the archive (c in Fig. 9.3); and one
to download the visual representation of the individual (b in Fig. 9.3).
Individuals in the archive area also have a like button, which is used to
activate or deactivate the evaluation of the individual (the choice is
maintained between generations), and a button to remove it from the
archive (e in Fig. 9.3).

9.3 EVALUAT ION : DETERMIN I ST IC VS EVOLUT IONARY

To assess the quality of the evolutionary approach, we started by con-
ducting a user study1 to evaluate whether the evolutionary approach
could lead to better solutions than the ones produced by the non-evo-
lutionary deterministic version of the system (described in Chapter 8).

1 The study was presented by Cunha et al. (2019a).
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evolutionary

deterministic

1 2 3 4 5 6 7 8 9

Figure 9.4: Blends used in user-survey for the concepts (1-9) frozen flower,
secrets in the future, silent snake, storm of the teacher, the darkest rose, the flame of
swords, the laughing blade, the sexy moon and the sharp silk. Blends in the top
row were obtained with the deterministic version of the system and the ones
in the bottom row with the evolutionary version.

9.3.1 Experiment Setup

In Section 8.3, we described a user study in which the systemwas used
by 22 participants to generate visual representations for a set of ten
concepts and the best solutions were collected. To compare the two ap-
proaches, we used our system to produce solutions for the same con-
cepts (see Table 9.1) and conducted a surveywith participants to assess
if our system produced better solutions.

The surveywas designed using themultiple-choice format, with one
question for each concept, following the model:

Which of the following images represents better: [insert concept]?

Each question had four randomly ordered answer options: image
produced with the evolutionary approach (referred to as “evolution-
ary image”), image obtainedwith the deterministic approach (referred
to as “deterministic image”), “equally good” and “none”.

In order to produce the survey, we used the system to select a good
representation for each concept (see Fig. 9.4). Despite the risk of in-
troducing bias towards our preferences, this was a necessary step to
reduce the number of options presented to the user. One of the con-
cepts (serpent of the year) was not used because we were not able to
find any good solution different from the one presented in Section 8.3.

9.3.2 Results

The survey was conducted with 31 participants, with ages between 18-
32. The results are shown in Table 9.1.We can see that for two of the con-
cepts (frozen flower and the laughing blade) the evolutionary image was
selected as better representing the concept by the majority of the par-
ticipants; and for the darkest rose, 25.8% selected it as better or “equally
good”. Moreover, for the sharp silk, despite the majority of the partic-
ipants selecting the option “none” (consistent with previous results,
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Table 9.1: User study results expressed in percentage for each concept.
answers (%)

evolutionary “equally deterministic
# concept image good” image “none”

1 frozen flower 54.8 12.9 16.1 16.1
2 secrets in the future 9.7 0 58.1 32.3
3 silent snake 12.9 22.6 61.3 3.2
4 storm of the teacher 22.6 9.7 58.1 9.7
5 the darkest rose 9.7 16.1 16.1 58.1
6 the flame of swords 0 6.5 90.3 3.2
7 the laughing blade 45.2 12.9 16.1 25.8
8 the sexy moon 19.4 0 64.5 16.1
9 the sharp silk 32.3 3.2 3.2 61.3

see Section 8.3), the evolutionary image still had better results than
the deterministic one, which was only selected by one participant. All
in all, our approach was competitive in four out of the ten concepts.

9.4 TEST ING WITH CONCEPTS FROM NGSL

In order to further evaluate the evolutionary approach, we conducted
a user study2 in which we asked participants to use the system to pro-
duce visual representations for concepts from the NGSL.

9.4.1 Experiment Setup

In Section 8.2, we used a set of 1509 nouns from the NGSL (Browne,
2014) to evaluate the performance of the deterministic approach. Itwas
assessed if each nounwas represented by its (i) existing emoji and by its
(ii) related emoji or blends. Based on the results of the study (see Section
8.2), we divided the noun list into four groups:

• group 0: the system was not able to produce blends. This group
was excluded as it could not be used due to the lack of blends;

• group 1 (g1): system produces blends but neither the related emo-
ji/blends nor existing emoji represented the concept;

• group 2 (g2): system produces blends and only the related emo-
ji/blends were reported to represent the concept;

• group 3 (g3): system produces blends and the existing emoji were
reported to represent the concept (the related emoji/blends may
also represent).

2 The study was presented by Cunha et al. (2019a).
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Figure 9.5: Examples of blends selected by the participants as good solutions.

Moreover, we crossed the list with a dataset of concreteness ratings
(Brysbaert, Warriner, and Kuperman, 2014), obtaining a value of con-
creteness for each noun – from 1 (abstract, language-based) to 5 (concrete,
experience-based). We divided each noun group in three subgroups to
assess: (A) low concreteness, (B) medium concreteness and (C) high
concreteness. These groups can be used to assess if there is any rela-
tion between concreteness and representation easiness.

We conducted a user survey in which each participant used the sys-
tem to generate visual representations for nine randomly selected con-
cepts (one from each subgroup). As the goal for this survey was to
achieve maximum coverage of each subgroup, we decided to avoid
noun repetition. Despite this, in low concreteness subgroups only few
nouns existed – subgroup 1A had four nouns, 2A had three and 3A had
five –which led to the repetition of nouns among participants for those
subgroups. In total, 59 unique concepts were used. The participants
used the system to evolve visual representations for the nouns, con-
ducting only one run per noun and having a limit of 30 generations.
They were asked to find individuals that represented the introduced
noun and were allowed to stop the run before reaching 30 generations
if they were already satisfied or if the system was not being able to
further improve. For each noun, they were also requested to evaluate
howwell it was represented by the system, from 1 (very bad) to 5 (very
good), and export the solutions that they considered the best among
the ones that represented the noun (see Fig. 9.5).

9.4.2 Results

The survey was conducted with a total of eight participants. Table 9.2
presents the results obtained.

In terms of quality, the results show that the system is able to pro-
duce solutions with quality equal or above “good” for almost half of
the concepts in groups 1 and 2 (10 out of 24), and for the majority of
concepts in group 3 (15 out of 24). This is particularly important in
group 1, for which the deterministic version was not able to find any
satisfactory solution.Moreover, the participantswere able to findmore
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Table 9.2: User study results for quality, number of solutions, number of genera-
tions and three combinations of quality (Q) / exported (E) /generations (G)
that correspond to “early quit without results”, “early quit with poor results”
and “early satisfaction” (expressed in number of nouns and divided by noun
group g1-g3).

quality # exported # generations Q≤3 Q≥4>1 ≥15 E=0 ∧ ∧ E>0 ∧ E>0
1 ∧≤3

≥4 0 1 >1 <15 ∧<30
30 G<20 ∧ G<20 ∧ G<20

g1 8 6 10 6 8 10 10 7 7 3 4 6
g2 9 5 10 6 11 7 8 10 6 4 2 7
g3 6 3 15 4 12 8 13 10 1 4 3 10

than one concept-representative solution in 34% of the runs (25 out of
72), e.g. invitation in Fig. 9.5.

Wewere able to compare the individuals selected as the best by each
participant for each concept with the solutions obtained with the de-
terministic version of the system for the same concepts. In 38 out of 72
runs, the solution considered as the best was not produced by the de-
terministic approach. In addition, in 30 cases out of the 38 our solution
was considered better than any of the solutions obtained with the de-
terministic version and in 5 was considered equally good. This shows
that the evolutionary approach has clear advantages in comparison to
the deterministic one.

Concerning the number of generations, in 80% of the runs (58 out
of 72) the participants stopped before reaching the generation limit,
which can be indicative of two things: the system could not produce
blends that represented the concept or the user was already satisfied.
To further analyse this matter, we used three combinations of quality
/ exported / generations that correspond to “early quit without results”,
“early quit with poor results” and “early satisfaction” (see Table 9.2).
From the results, we can see that in 11 runs, the participant stopped
without any exported solution before reaching 20 generations, which
indicates that the systemwas not being successful. In addition, the col-
umn corresponding to “early quit with poor results” shows that in 9
runs the participant considered that the system would not get any bet-
ter. On the other hand, in 30% of the runs (23 out of 72) the participant
was satisfied before reaching the 20th generation, whichmeans that the
system was able to quickly evolve solutions that pleased the user.

One of the problems in IEC approaches is the weariness of the user
(Lourenço et al., 2017). At the end of the survey, the participants eval-
uated the weariness degree of the task from 1 (very low) to 5 (very
high) and 50% of participants rated it as very low in weariness and the
other 50% as low. We also asked the participants to evaluate the sur-
prise degree from 1 (very low) to 5 (very high) – 25% rated it as 3 and
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Figure 9.6:Metrics progression along the generations of a run for the concept
cell fish (best viewed in colour). A video of the run can be seen at rebrand.
ly/evo19-thesis.

75% as 4. This shows that the system is able to generate solutions that
are unexpected.

When analysing the results, we could not observe any obvious rela-
tion between concept concreteness and easiness of representation. Our ini-
tial expectation was that concrete concepts would be easier to repre-
sent. The fact that we could not observe such correlation may indicate
that using emoji blending to represent concrete concepts (e.g. brain)
might not be the best approach. Moreover, some of the participants
commented that theywere trying to isolate an emoji, which is observed
in some of the selected solutions – they tend tomostly showonly one of
the emoji (see blends for the concepts anything and aircraft in Fig. 9.5).
However, further research is required on this subject as our remarks
are only speculative and not statistically proven.

Another subject concerns the methods used in blend production.
For single word concepts, the system gathers related double-word con-
cepts to use in the blending process. The emoji belonging to each of the
related concepts are not transferable to other concepts unless they are
also in the emoji list of the concept, i.e. two individuals produced from
different related concepts, one produced using emoji A and B and the
other produced using emoji C and D, may never lead to the generation of
an individual from emoji A and D. This is the reason behind some of the
users commenting that they were not being successful in “combining”
emoji from two individuals.

9.5 GENERAL ANALYS I S

The main goal behind a system for the visual representation of con-
cepts is to be able to produce at least one good solution. Our evolution-
ary system allows the user to explore different and possibly unrelated
areas of interest in the search space, often leading to several distinct
solutions of good quality for the same concept.

To give an example of how the system reacts to user interaction, we
show the progression of several metrics during one run (Fig. 9.6). It
can be observed that the number of different emoji tends to decrease
when solutions are marked as “liked”, which shows that the popula-

http://rebrand.ly/evo19-thesis
http://rebrand.ly/evo19-thesis
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tion evolves towards similar solutions (e.g. from b to c in Fig. 9.6). The
opposite is also verified: when no individual is “liked”, the variation
of the population tends to increase (e.g. from a to b and from c to d in
Fig. 9.6). The increase in the number of individuals in the archive high-
lights its usefulness for search space exploration and reflects the capa-
bility of the system to evolve solutions that match user preferences.

In the cases in which the system was reported to not being able to
generate anything that represented the concept, the reasonwas related
to the gathering of semantic knowledge and not with the evolutionary
engine. In general, the efficiency of the system is highly dependent on
the existing semantic knowledge, emoji found and user perception.

Even though we consider that this version of the system has a good
performance in terms of concept visual representation, there are cer-
tain aspects that should be addressed to improve the system.

Semantic weights The evolutionary engine does not take into ac-
count the semantic value assigned to related concepts and to emoji by
the Emoji Searcher and Concept Extender components, which is used in
the previous version to get emoji more related to the introduced con-
cept. Considering these semantic values in the initial weight calcula-
tion may increase the fitness of the population in the first generation.

Blending and Mutation types The system currently uses two types
of blending (juxtaposition and replacement) and three types of mutation
(emoji, layer and blend). One way of improving the system could be to
improve how themutation operators work and to implement the fusion
blend type.

Automatic fitnessAs alreadymentioned, one of the problems of IEC
approaches is related to user weariness. Despite the participants re-
porting a low level of weariness, one of the possible directions for fu-
ture work is implementing methods of automatic fitness attribution.

9.6 SUMMARY

In this chapter, we described the implementation of an evolutionary ver-
sion of Emojinating, which combines a standard EA with a method in-
spired by EDAs. This approach allows the system to perform both a gen-
eral evolution to direct the search to areas that match user preference
and a focused evolution based on user-selected individuals. In order to
do this, we used an archive to store individuals and selectively enable
or disable their evolution.

We conducted two user studies to assess the quality of the evolution-
ary approach and compare it with the previous version of the system,
which has a deterministic nature. The results show that the evolution-
ary approach allows the exploration of more of the search space and
is able to present the user with better solutions. We also identified as-
pects that should be addressed to improve the system: (i) taking into
account the semantic value attributed to related concepts and to emoji
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by the Emoji Searcher and Concept Extender components in the initialisa-
tion of weights, whichmay increase the fitness of the population in the
first generation; (ii) considering fusion blend type; and (iii) improving
mutation operators.





10EMO J I V I SUAL BLEND ING FOR REPRE S ENTAT ION
OF CONCEPT S

In the previous chapters, we have presented two versions of Emoji-
nating – a deterministic version (Chapter 8) and an evolutionary version
(Chapter 9). In addition to describing the implementation of the two
approaches, we conducted a series of evaluation experiments. How-
ever, further experimentation is necessary to better study the suitabil-
ity of emoji blending for concept representation purposes.

In this chapter, we start by describing the shortcomings of our pre-
vious studies. Then, we present the results of a preliminary test fo-
cused on production effectiveness (Section 10.3), in which the system
was used to automatically generate visual representations for the con-
cepts of two lists (single-word and double-word). Lastly, we describe a
study that we conducted in order to compare the system performance
in terms of output quality between single-word concepts and double-
word ones (Section 10.4). We combine a more general analysis with
one using statistical tools.

This chapter is based on the work presented in the paper by Cunha
et al. (2020b).

10.1 CONTEXT

In the previous chapters, we presented the results of several studies,
which were used to evaluate the system. Regardless of the obtained
results, we consider that our analysis of emoji blending for concept
representation is still narrow and has some shortcomings. We briefly
analyse the limitations of our previous studies and identify the exper-
imental questions of the study described in this chapter.

10.1.1 Limitations of Previous Studies

First, the conducted studies have limitations in several aspects. In the
study described in Section 8.2, we used a list of core single-word con-
cepts – the New General Service List (NGSL) (Browne, 2014) – and ob-
tained promising results in terms of concept representation. Despite
this, the analysis was conducted without resorting to external evalua-
tors. Moreover, the study mostly focused on the capabilities of the sys-
tem in terms of production effectiveness – i.e. whether the system is
able to produce results – and on the origin of the semantic knowledge
behind the emoji gathered by the Emoji Searcher component, giving lit-
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tle attention to the performance in terms of representation quality. To
improve this, further testing with NGSL should be performed.

In the study described in Section 8.3, invented double-word concepts
were used to test the system. Even thoughmade up concepts are useful
to assess quality for more creative purposes, the results obtained with
them cannot be used to drawn conclusions for the representation of
non-invented concepts. Then, in Section 9.3, we presented a study that
used the same invented concepts but it was focused on comparing the
deterministic approach with the evolutionary one.

In the study described in Section 9.4, the performance of the system
with the NGSL was further tested by conducting a survey with eight
participants, in which each generated blends for nine concepts. A to-
tal of 59 unique concepts were analysed, which we still consider a re-
duced number. Moreover, the analysis mostly focused on the perfor-
mance of the evolutionary approach, overlooking questions regarding
the blends (e.g. emoji used).

Second, one of the biggest shortcomings is the fact that, aside from
the randomly generated concepts used in the studies described in Sec-
tions 8.3 and 9.3, only single-word concepts were tested. For this rea-
son, one of our main goals is to test the system with a double-word
concept list and compare the results with single-word ones.

Third, there are topics related to concept representation that would
also be worth studying, one of which concerns semantic concreteness
and its relation with the easiness of visual representation. So far, seman-
tic concreteness was only used in the study described in Section 9.4
and mainly served to create groups of concepts for the survey (low,
medium and high concreteness). Based on the results obtained, no ob-
vious relation between concept concreteness and easiness of represen-
tation was observed. These results were not statistically proven and
further research is required regarding semantic concreteness.

For the aforementioned reasons, in this chapter we conduct further
user-testing with the NGSL core concepts, extend our analysis to a list
of double-word concepts, and give more attention to the impact of se-
mantic concreteness in visual representation of concepts.

10.1.2 Experimental Questions

One of our initial expectations was that concrete concepts should be
easier to represent. Based on the fact that no correlation was observed
in the studydescribed in Section 9.4,we assume that using visual blend-
ing to represent concrete conceptsmay not be the best approach, which
is in line with statements by some of the participants who admitted to
purposely isolating one of the emoji used in the blend. This leads us to
our first experimental question:
Q1: Does the concreteness of concepts affect the performance of the system in

terms of representation quality?
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Another question, which was already pointed out, is that little testing
has been conducted with double-word concepts. As our visual blend-
ing approach uses double-word concepts as a starting point to gather
emoji, we guess that the results for double-word concepts should be
better in comparison to single-word ones. The reason behind our opin-
ion is that for single-word concepts the system resorts to double-word
related concepts (see Section 8.1.2.2) and, as such, the visual output
should be more distant from the initial concept. Therefore, our second
experimental question is:
Q2: Is there a difference in the performance of the system between single-word

and double-word concepts?
On another topic, the emoji system is composed of visual represen-
tations which vary in terms of degree of abstraction – ranging from
very pictorial emoji (e.g. dolphin emoji) to more abstract ones (e.g. a
triangle). As the system purpose is to visually represent concepts us-
ing emoji, there is a question that should be addressed:
Q3: Is there any connection between the concreteness value of the concepts

and the visual concreteness of the emoji gathered by the system to repre-
sent it?

These experimental questions are aligned with research question A
of this thesis:

Can Computational Approaches, in particular those based on Vi-
sual Blending, be used for the visual representation of concepts?
(research question A described on p. 3)

10.2 EXPER IMENTAT ION RESOURCES

In order to address the experimental questions presented in Section
10.1.2, we first focused on producing resources that were necessary for
the experimentation.

10.2.1 Improved version of the system

As mentioned in Section 9.5, one of the limitations of the interactive
evolutionary approach presented was that the weight values assigned
by the Emoji Searcher component were not being considered in the first
generation of individuals, which meant that the best emoji were not
being used.We produced an improved version of the evolutionary sys-
tem, in which this issue was corrected.

10.2.2 Concept lists

Two concept listswere required: single-word and double-word (an overview
of the lists can be observed in Table 10.1). In order to be in accordance
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with the work previously developed (Cunha et al., 2019a; Cunha, Mar-
tins, and Machado, 2018a), the single-word list to be used was the
NGSL (Browne, 2014). The list had already been crossed with a con-
creteness ratings dataset (Brysbaert, Warriner, and Kuperman, 2014),
with which we assigned a concreteness value to each noun – between
1 (abstract, language-based) and 5 (concrete, experience-based). Only
two nouns could not be assigned a concreteness value – “criterion” and
“dialog”.

As such, only a double-word list was needed. To produce one, we
extracted the double-word compounds from a noun-noun compound
dataset (Fares, 2016), resulting in a list of 9612 compounds. Similarly
to what was done with the NGSL dataset, we crossed the list with the
dataset of concreteness values to obtain a value of concreteness for
each word of the compounds, resulting in 4827 compounds with con-
creteness value for both words. As we noticed that some compounds
used plural words, we converted them into singular words using the
noms dataset from the Freeling multilingual language processing li-
brary (Padró and Stanilovsky, 2012). This increased the number of
compoundswith concreteness value for bothwords to 8065,whichwas
considered as the final compound list. Out of the initial 9612 double-
word compounds, only 1547 do not have concreteness for both words.
Upon analysing them,wediscovered that the lack of concreteness value
was due to: (i) some of the words being compounds themselves (e.g.
“new-product development”, “fine-arts appraiser”); (ii) the use of the
-ing form of a verb instead of a noun (e.g. “negotiating table”, “organiz-
ing genius”); (iii) the use of non-words (e.g. “%”); and (iv) absence
of the word in the concreteness dataset (e.g. “minimill”, “ethylene” or
“debenture”). We also experimented with word lemmatisation but it
led to the change of meaning in some of the compounds, e.g. “control-
ling interest” was changed to “control interest” and “buying opportu-
nity” to “buy opportunity”. For the sake of maintaining the meaning,
we discarded the lemmatisation approach.

The values of concreteness assigned to the individual nouns were af-
terwards used to calculate the average concreteness of the compound.
However, it is important to bear in mind one aspect regarding this as-
signment of concreteness values: we do not consider the average con-
creteness of the nouns that compose the compound as the concreteness
of the compound itself. The average concreteness is used to divide the
concept list into groups – serving as a metric to guide our study – but
should not be interpreted as the concreteness of the compound. Nev-
ertheless, as the system produces blends for compounds using emoji
retrieved for each word, we expect that the concreteness of the com-
pound words may also play a role in howwell the system performs. In
an ideal situation, we would have the concreteness of the words and
the concreteness of the compound but no dataset of compound con-
creteness values was available.
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Table 10.1:Overview of the single-word (SW) and double-word (DW) datasets
in terms of number of concepts and concreteness values. T is the total of con-
cepts and “with C” is the number of concepts with concreteness score as-
signed.We divided the concepts with concreteness into groups, ranging from
very abstract (1 ≤ C < 2) to very concrete(4 ≤ C ≤ 5). The table also shows the
median ( ̃𝑥), mean (𝑥) and standard deviation (𝜎) of the concreteness scores.

concepts concreteness (c)
with C ≥ 1 C ≥ 2 C ≥ 3 C ≥ 4

T C C < 2 C < 3 C < 4 C ≤ 5 ̃𝑥 𝑥 𝜎
SW 1509 1507 100 392 447 568 3.57 3.531 0.994

6.64% 26.01% 29.66% 37.69%

DW 9612 8065 37 1920 4174 1934 3.485 3.493 0.647
0.46% 23.81% 51.75% 23.98%

An interesting result is the distribution of concepts in terms of con-
creteness (see Table 10.1): in single-word concepts, the majority of con-
cepts is very concrete (37.69%) and in double-word, the absolute ma-
jority corresponds to concrete values (51.75%).

10.2.3 Visual Concreteness

In order to address Q3 (concreteness of concepts vs visual concreteness of
emoji), we required ametrics of visual concreteness. Our approachwas
to use a categorisation of emoji in which the categories aligned with
concreteness degree (e.g.Animals aremore concrete than Symbols). An-
other goal was to be able to exploit the categorisation for visual blend-
ing purposes. However, most of the existing categorisations focus on
thematic similarity (e.g. Donato and Paggio, 2017) and are not aligned
with our needs. In this section, we briefly describe the development of
an emoji categorisation with metrics of visual concreteness, which is
presented in detail in Chapter 17.

Having the development of a blending-oriented categorisation as a
target, we based our division on suitability to different blending tech-
niques and, as such, the categories reflect similarities in visual repre-
sentation (e.g. perspective). For example, animal faces are grouped sep-
arately from full bodies – a blending using fusion between two face
emoji is much more coherent than between two objects with differ-
ent configurations. With this in mind, we decided to use the following
sequential criteria: (i) overall distinction between entities, objects and
places – useful for visual blending, as the former two can be positioned
in the latter (e.g. dog and ball positioned on a beach); (ii) grouping ac-
cording to thematic – e.g. Animals (entity) or Food (object); (iii) group-
ing according to visual characteristics and similarity – e.g. Faces-animal
are kept separate from Animals. The last criterion is mostly focused on
the distinction between different blend types: faces are suitable for fu-
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sion (exchange of parts), emoji from Clothing-head are suitable for re-
placement (replacing a crown with a hat) and from the more general
Clothing (e.g. shoes) are more suitable for juxtaposition.

Focusing on visual concreteness, we use the term “visual concrete-
ness” as comprising two dimensions (Prada et al., 2016): (i) concrete-
ness – “stimuli that (...) refer to objects, materials or people should be
considered concrete (...) otherwise, they should be considered asmore
abstract” – and (ii) Meaningfulness – “to what extent the stimulus con-
veys a meaning”. Five independent evaluators assigned a visual con-
creteness value to each category, based on a general analysis of their
emoji. The visual concreteness value ranges from 1 (very abstract, sym-
bolic or ambiguous in meaning) to 5 (very concrete and with obvious
meaning), e.g.Drinks has a visual concreteness value of 5. The categori-
sation was iteratively improved until there was full agreement among
evaluators.

For more details on the emoji categorisation, we refer the reader to
Chapter 17, where we focus on the development of the categorisation.

10.3 PREL IM INARY TEST: PRODUCT ION EF F ECT IVENESS

The first step was to assess how the system performs in terms of pro-
duction effectiveness with each of the two different concept lists – sin-
gle-word (NGSL dataset) and double-word (based on a noun-noun com-
pound dataset). To do this, we followed the same approach used in
the study described in Section 8.2: we used the system to automati-
cally generate results for all the concepts in two lists.1 The results are
presented in Table 10.2.

Regarding the single-word concept list, the systemwas able to gather
existing emoji for 927 concepts and generate blends for 1030. Concern-
ing the double-word concept list, we initially used the original words,
resulting in 5618 compounds with blends and 120 with existing emoji.
Afterwards, we decided to use the list resultant from the process of
changing plural words into singular ones (described in Section 10.2.2),
which led to 6283 compoundswith blends and 170with existing emoji.
The difference in blend number results from the loss of blends in 145
of the compounds, and blend gain in 810 – i.e. some of the compounds
had blends when they had plural words but not when they were con-
verted to singular, and vice versa.

When comparing the results from both lists, the percentage of con-
cepts with blends is slightly higher in the double-word concepts – 68%
of the single-word concepts and 77.9%of the double-wordhave blends.

1 This experiment was presented by Cunha et al. (2020b) (section Preliminary Test).
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Table 10.2: Quantity of concepts (with blends and total) in each list, divided
by concreteness value (C) from very abstract (1 ≤ C < 2) to very concrete
(4 ≤ C ≤ 5).

single-word double-word
w/ blend total w/ blend total

1 ≤ C < 2 45 100 23 372 ≤ C < 3 241 392 1353 19203 ≤ C < 4 292 447 3316 41744 ≤ C ≤ 5 452 568 1591 1934
total 1030 1507 6283 8065

10.4 EVALUAT ING OUTPUT QUAL I T Y

The previous section focused on the performance of the system in so-
lution production. However, the capability to retrieve emoji and pro-
duce blends does not necessarily mean that the system is able to cor-
rectly represent the concept. Therefore, an analysis in terms of output
quality is necessary. We present an experiment,2 in which we compare
the performance of the system in terms of output quality, with single-
word concepts from the NGSL (Browne, 2014) and double-word ones
from the noun-noun compound dataset (Fares, 2016).

10.4.1 Experiment Setup

Our objective was to achieve maximum coverage of each of the two
lists. For this reason, we decided to avoid concept repetition and es-
tablished a goal of 100 concepts for each list. We divided each list into
four groups based on the semantic concreteness metric (C): very low
concreteness (1 ≤ C < 2), low concreteness (2 ≤ C < 3), high concreteness
(3 ≤ C < 4) and very high concreteness (4 ≤ C ≤ 5). Each participant
would evaluate at least one concept from each group for both lists.

For each participant, the concepts were randomly selected assigning
at least one concept from each group while still guaranteeing that the
systemwould be able to produce blends. The participants used the sys-
tem to generate results for each concept, conducting only one run per
concept and having a limit of 30 generations. In each generation, a pop-
ulation of 20 individuals is shown to the user, who is able to interact
with the system and select the ones that are best according to their pref-
erence. The participants were asked to evolve blends towards solutions
that, in their opinion, represented the concept. They were allowed to
stop the run before the 30th generation in two situations: (i) if they

2 This experiment was presented by Cunha et al. (2020b) (section Experiment #1).



198 EMO J I V I SUAL B L END ING FOR REPR E S ENTAT ION OF CONCEP T S

were already satisfied or (ii) if they observed that the system was not
improving anymore.

10.4.1.1 Qualitative Data Collection

For each concept the users were requested to conduct three tasks:
1. Classify how well the system represented the concept, using a

scale from 1 (very bad) to 5 (very good);
2. Classify the surprise degree of the results, using a scale from 1

(very low) to 5 (very high);
3. Export the solutions that they considered the best, from the ones

which they considered as concept-representative. In case no so-
lution represents the concept, none should be exported.

10.4.1.2 Quantitative Data Collection

For each run, the following variables were automatically collected: the
number of generations, the number of evaluated blends per genera-
tion, the number of blends in the archive per generation and the num-
ber of different emoji per generation.

10.4.2 Results

The experiment was conducted with a total of 22 participants, the ma-
jority of which tested a set of ten concepts; three could not reach this
value due to time constraints. As such, each groupwas tested 27 times.
From the single-word concept list, 108 different concepts were tested
and no repetition occurred. In the case of the double-word concept list,
due to a lack of concepts in the less concrete group, five concepts were
tested twice, resulting in a total of 103 different concepts. These num-
bers surpass the initially established goal of 100 concepts for each list.

We analysed the data collected in the user studies using statistical
tools. The data was inserted into the SPSS software (version 24). Ini-
tially, we performed an exploratory data analysis to understand the
distribution of the data. We relied on the Kolmogorov-Smirnov test with
a significance level of 0.05 to check if the data was normal. The test
revealed that the data was not normal. To assess the role of hiding
(i.e. only one of the emoji is identified in the blend) and concreteness
on the quality of representation, the non-parametric multivariate ANOVA
tests were performed. For the pairwise comparisons, we relied on the
Mann-Whitney non-parametric test. All the tests used a significance level𝛼 = 0.05.

For our analysis, we refer to the groups as s1-s4 in the case of single-
word concepts (very low concreteness to very high concreteness, re-
spectively) and d1-d4 for double-word concepts (very low concrete-
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Table 10.3: User study results expressed in number of runs for quality (Q),
surprise (S), two combinations of Q/S and number of generations (G). The re-
sults are divided into concreteness groups, ranging from 1 (very abstract)
to 4 (very concrete), for single-word (s1-s4) and double-word (d1-d4). The
table also shows the mode (𝑚𝑜), median ( ̃𝑥) and standard deviation (𝜎) of
quality and surprise.

quality (Q) surprise (S) generations (G)>1 >1 S≥4 S≥4 ≥15
1 ≤3 ≥4 5 𝑚𝑜 ̃𝑥 𝜎 1 ≤3 ≥4 𝑚𝑜 ̃𝑥 𝜎 Q≤2 Q≥4 <15 <30 30

s1 7 11 9 1 4 3 1.27 1 6 20 4/5 4 0.98 9 5 14 8 5
s2 7 3 17 9 5 4 1.60 3 11 13 4 3 1.29 4 8 14 9 4
s3 4 11 12 4 3/4 3 1.27 3 12 12 4 3 1.20 3 5 11 14 2
s4 3 9 15 5 4 4 1.25 3 12 12 3 3 1.32 4 6 13 8 6
s 21 34 53 19 4 3 1.37 10 41 57 4 4 1.24 20 24 52 39 17

d1 6 6 15 9 5 4 1.61 1 7 19 4 4 0.93 6 12 17 10 0
d2 5 6 16 8 4/5 4 1.50 0 8 19 4 4 0.97 7 12 18 8 1
d3 4 11 12 5 4 3 1.35 4 14 9 3 3 1.16 2 5 19 8 0
d4 2 12 13 6 3 3 1.22 2 14 11 2/3 3 1.24 1 6 19 6 2
d 17 35 56 28 4/5 4 1.41 7 43 58 4 4 1.14 16 35 73 32 3

ness to very high concreteness, respectively). Based on the data pre-
sented in Tables 10.3 and 10.4, several observations are possible.

In terms of quality, no apparent differences between single and dou-
ble-word concepts are observed. To further analyse this topic, we di-
vided the study into two parts: a) analysis of single-word concepts,
b) analysis of double-word concepts. Concerning the relationship be-
tween concreteness and the quality of the representation (Q1), we per-
formed a pairwise analysis using theMann-Whitney test and found out
that there are no statistically meaningful differences for the two sce-
narios considered. Then we proceeded to analyse if the quality of the
representation was influenced by the number of words that composed
the concept. The results showed that there are no statistically signifi-
cant differences between the representation quality for single-word or
double-word concepts (Q2).

Whenusing double-word concepts (noun-noun compounds) one as-
pect to take into consideration is the degree of meaning compositional-
ity (as previously mentioned in Section 4.1.1) – the higher this value
is, the greater the chances are that the meaning of the compound can
be predicted from its parts – e.g. “shelf life” has a score of 0.196 and
“growth rate” of 0.63 (Roberts and Egg, 2018). Considering that we
are blending emoji retrieved for each of the words of the compound
to visually represent it, it would be expected that the quality would
depend on the concept’s degree of compositionality. To assess this hy-
pothesis, we used the dataset described by Roberts and Egg (2018).We
first changed the plural words to singular and then crossed the dataset
with our noun-noun compound list. From our list of 8065 double-word
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Table 10.4:User study results expressed in number of runs for number of solu-
tions exported (E), three combinations of quality(Q)/exported(E)/generations(G)
that correspond to “early quit without results”, “early quit with poor results”
and “early satisfaction”, and number of different emoji used in blends. The re-
sults are divided into concreteness groups, ranging from 1 (very abstract) to
4 (very concrete), for single-word (s1-s4) and double-word (d1-d4)

exported (E) Q≤3 Q≥4 dif. emoji
E=0 E>0 E>0 ≥10

0 1 >1 G<20 G<20 G<20 <10 ≤20 >20

s1 11 8 8 9 1 8 4 2 21
s2 6 11 10 4 2 12 6 3 18
s3 5 11 11 1 5 9 2 4 21
s4 5 9 13 1 3 10 2 1 24
s 27 39 42 15 11 39 14 10 84

d1 7 8 12 4 4 14 11 10 6
d2 5 17 5 2 4 16 13 8 6
d3 7 15 5 5 7 11 10 7 10
d4 3 14 10 2 8 12 10 9 8
d 22 54 32 13 23 53 44 34 30

concepts, only 4020 had a compositionality score. As this task was con-
ducted after the tests had been done, we were only able to obtain a
compositionality score for 29 out of the 103 different noun-noun com-
pounds that had been tested – we had compositionality data for 32
runs as 3 conceptswere tested twice.We calculated the correlation coef-
ficient of the compositionality and the blend quality, obtaining a value
of 0.265, which indicates that no correlation exists. Due to the reduced
number of tested concepts with compositionality score, further studies
are required on this subject.

Regarding surprise, based on the participants’ comments there are
two main situations for a high surprise: positive and negative. This is
reflected in the results (Table 10.3), as for s1 almost half of the concepts
with surprise higher than 4 was a negative surprise (quality equal or
below to 2), which means that they were not expecting what they saw
and they did not consider it as concept-representative. On the other hand,
in s2 the majority of surprising concepts had also good quality. Inter-
estingly, for abstract (low concreteness) double-word concepts (d1 and
d2), the majority of the concepts with surprise above or equal to 4 had
also quality equal or above 4.

The exported values in Table 10.4 reflect the number of blends that
were exported by the participant, being considered concept-represen-
tative. The concepts are divided into three categories “none” (0), “one”
(1) and “more than one” (>1). Focusing on s1 we observe that the ma-
jority of concepts in this group does not have any exported. Moreover,
the quantity of conceptswith exported >1 in s2 and s3 is twice asmuch
as the ones of d2 and d3, which may indicate that for single-word con-
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Table 10.5: Analysis of exported blends, organised in three levels: concept,
run and blend. T indicates the total of concepts, runs and exported blends. For
concepts, no export is the number of concepts without exported blends, all hid-
ing refers to concepts in which all exported blends have emoji being hidden
(“hiding”) and good blend refers to concepts that have at least one blend with-
out hiding. For runs, with exported refers to runs in which at least one blend
was exported and with hiding refers to runs in which at least one blend had
hiding. For exported blends, it is shown the number of blends with hidden
emoji (hiding) and the number occurrences for each blend type: juxtaposition
(JUX), replacement (REP) and unidentifiable type (?). The results are divided into
concreteness groups, ranging from 1 (very abstract) to 4 (very concrete), for
single-word (s1-s4) and double-word (d1-d4)

concepts runs exported blends
no all good with with

T export hiding blend T exported hiding T hiding JUX REP ?

s1 27 11 4 12 27 16 7 30 13 7 23 0
s2 27 6 6 15 27 21 10 41 16 6 33 2
s3 27 5 9 13 27 22 13 46 21 8 36 2
s4 27 5 10 12 27 22 16 45 25 11 34 0
s 108 27 29 52 108 81 46 162 75 32 126 4

d1 22 4 3 15 27 20 6 41 7 13 28 0
d2 27 5 5 17 27 22 5 30 6 19 11 0
d3 27 7 4 16 27 20 4 26 4 10 16 0
d4 27 3 2 22 27 24 2 37 2 19 18 0
d 103 19 14 70 108 86 17 134 19 61 73 0

cepts the user is more likely to find more than one satisfying solution
(occurring in 38% of single-word concepts) than in double-word ones
(29.6%). This may be justifiable if we observe the results for the quan-
tity of different emoji.

For the single-word list, the absolute majority of concepts has the
number of different emoji above 20 (Table 10.4). The same does not
happen with double-word concepts, which may explain why not so
many solutionswere exported. This difference in terms of distinct emoji
is easily justified by considering that for representing single-word con-
cepts the system gathers several double-word related concepts (e.g.
in Fig. 8.5 “go fast” was one of the related concepts used by the sys-
tem for “car”), each with its own set of emoji, whereas for double-
word concepts the emoji are only gathered for the query concept (e.g.
“wine polo” in Fig. 8.5). This may also justify why there are more cases
of early satisfaction (Q≥4 ∧ E>0 ∧ G<20) for double-word concepts
(49% of the used concepts) than for single-word (36%) and also why
the number of concepts to reach the 30th generation is much lower in
double-word concepts than in single-word ones – less emoji thus less
variability of solutions and need for exploration.

Regarding Q3 (concreteness of concepts vs visual concreteness of emoji),
we started by analysing the single-word concepts. In specific, we were
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Figure 10.1: Box plots for single-word concepts (NWords=1) and double-
word concepts (NWords=2) in terms of hiding – no exported blends (-1);
exported and no hiding (0); exported and partial hiding (1); exported and
obvious hiding (2) – versus representation quality (on the left), and versus
concept concreteness (on the right).

interested in assessing if the concreteness of the words that composed
the concept related to the concreteness of the emoji. The Mann-Whit-
ney test revealed that there were no statistically significant differences
between the concept’s and emoji’s visual concreteness in single-word
concepts. After, we moved to the double-word concepts. In this study,
our goal was to compare the concreteness of the individual two words
with the concreteness of the emoji that were used in the blend, to see if
there was any statistical difference between them. The results revealed
that there are no differences between them. This means that high con-
creteness of the concept does not necessarily lead to a blend with emoji
of high visual concreteness.

Then, we focused on the blends that were selected as most repre-
sentative of the concepts (exported ones). We discovered that, in some
cases, one of the emoji was partially or even totally hidden (see Table
10.5). Based on this finding, we concluded that this was most likely af-
fecting our conclusions regarding quality (Q1 and Q2) because hiding
one of the emoji is considered an exploitation of the system as it does
not make use of visual blending. Moreover, we hypothesised that this
was happening mostly in cases in which the concepts were composed
of only one word. In order to further study this issue, we manually ex-
amined each exported blend and identified if there was an emoji being
hidden and whether it was only partially or fully. To analyse this, we
had to apply a multivariate analysis, since we had two grouping vari-
ables: quality of the representation and whether there was hiding of emoji.
The results show that there are statistically significant differences in the
results of the two lists in terms of qualitywhenwe consider the number
of concepts with hidden emoji (p-value < 0.001887). These results can
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be visually confirmed by the box plots observed in Fig. 10.1. From the
box plots, we can see that for double-word concepts there is barely any
hiding. Also, the hiding mostly occurs when the concreteness is equal
or above 3 (medium to very high) and when the representation qual-
ity is equal or above 3 (medium to very high). This means that a great
number of concrete single-word concepts considered of good quality
are actually exploiting the systemand avoiding visual blending. In fact,
this is particularly evident whenwe analyse the blends (see Table 10.5)
– there were hidden emoji in 46 out of the 81 single-word runs that had
exported blends, contrasting with the 17 cases in double-word ones.
This is further highlighted when we consider that almost half of the
exported blends for single-word concepts had hidden emoji (75 out of
162). Moreover, by observing the columns of the concept level we can
see that for 29 out of the 108 single-word concepts all of the exported
blends had hidden emoji. In contrast, for double-word concepts not
only the number of concepts without exported blends was lower (19
vs 27) but also the number of concepts with at least one blend without
hiding was higher (70 vs 52). These results indicate that our approach
to visual blending is less useful in the representation of single-word
concepts.

10.5 SUMMARY

In this section, we conducted a broad analysis of the performance of
the system in concept representation through emoji blending by using
the system with two lists of concepts: single-word and double-word.
We presented and analyse the results obtained in (i) a preliminary test
in which the systemwas used to generate results for all the concepts in
two lists of concepts, and (ii) a user survey focused on the assessment
of output quality.

We summarise our findings and answers to each of the experimental
questions. Our findings are related to research question A of this thesis:
CanComputational Approaches, in particular those based onVisual Blending,
be used for the visual representation of concepts? (see p. 3).

Q1: Does the concreteness of concepts affect the performance of the system
in terms of representation quality? No correlation between concreteness
and the quality of the representation was initial found. However, we
identified that hiding of emoji was occurring, which is an exploitation
of the system as it does not make usage of visual blending. We con-
cluded that hiding was mostly occurring in concrete single word con-
cepts (concreteness is equal or above 3), which points towards visual
blending being less adequate for such concepts (Section 10.4.2).

Q2: Is there a difference in the performance of the system between single-
word and double-word concepts?
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• running the concept lists, the percentage of concepts with blends
is higher in the double-word concepts (77.9%) than in single-
word (68%) – (Section 10.3).

• as observed in Table 10.5, for double-word concepts the number
of concepts without exported blends was lower (19 vs 27) and
the number of concepts with at least one blend without hiding
was higher (70 vs 52). These results indicate that visual blend-
ing is less useful in the representation of single-word concepts
(Section 10.4.2).

• in terms of quality, results showed that there are no statistically
significant differences between the representation quality for one
word or double-word concepts. However, there are statistically
significant differences between single-word anddouble-word con-
cepts in terms of quality when we consider the number of con-
ceptswith hidden emoji (p-value < 0.001887). Aswementioned,
there is less hiding for double-word concepts (Section 10.4.2).

• the quantity of different emoji used in the blend production is
higher in single-word concepts. This explains why more solu-
tions were exported for single-word concepts and more cases of
early satisfaction (Q≥4∧ E>0∧ G<20) exist for double-word con-
cepts – less emoji thus less variability of solutions and less need
for exploration (Section 10.4.2).

Q3: Is there any connection between the concreteness value of the concepts
and the visual concreteness of the emoji gathered by the system to represent
it? We were not able to find any relation between the concepts’ con-
creteness and the visual concreteness of the emoji used in their blends
(Section 10.4.2).
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One of the main purposes of Emojinating is to be used as a tool for cre-
ativity fostering in ideation activities. In such activities, one technique
that can be used involves collaboration between different people who
share a given goal, leading to what is often referred to as co-creativity.
When it comes to computational systems, co-creativity can also be used
to achieve unexpected results. However, the relation between user and
system is complex. The level of autonomy given to the system directly
influences its potential for creative behaviour and degree of contribu-
tion to the cooperation with the user.

In the previous chapters, we have shown how Emojinating can be
used for concept visual representation. However, the developed ap-
proaches (described in Chapters 8 and 9) are limited in regards to the
collaboration between the user and the system.

The version of the system described in Chapter 9 employed an inter-
active evolutionary approach that allowed the user to interact with the
system and evolve solutions that fit their preferences. Despite this, it
could be said that the system is closer to a creativity support tool than
to a co-creative system, in the way that the system mostly responds to
user requests.

In this chapter, we describe an approach to increase the creative fea-
tures of the system, with the goal of improving the co-creative relation
with the user. The main contributions of this chapter are: (i) the ad-
dition of an automatic evaluator to the evolutionary process, capable of
self-evaluating the solutions and adapting to user preferences, (ii) the
introduction of context-adaptationmethods, and (iii) the implementation
of a new blend type (fusion) and amethod for guiding it. We assess the
performance of the system by conducting a user study.

This chapter is based on the work presented in the papers by Cunha
et al. (2020b) and Cunha, Martins, and Machado (2020a).

11.1 CONTEXT

Over the last few years, several authorss have also addressed the evalu-
ation of creativity in co-creative approaches (Jordanous, 2017; Karimi
et al., 2018a). Two aspects are often considered as requirements in a
co-creative system: synchronous collaboration (Davis et al., 2015) and a
proactive contribution from both the user and the AI agent (Yannakakis,
Liapis, and Alexopoulos, 2014). This means that both agents engage in
the interaction and actively contribute to the creative task. Moreover,
not only is it required that each agent expresses its own creative ideas
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but also that it perceives the contributionsmade by other agents (Karimi
et al., 2018a).

Upon the development of creative systems for the visual domain,
one of the biggest issues concerns the dependency on human percep-
tion – there is no optimal solution as quality depends on the prefer-
ences of the user. As already mentioned, one approach that is consid-
ered as suitable for such open-ended problems is Interactive Evolution-
ary Computation (IEC) – an approach used in the previous version of
Emojinating (Chapter 9).

Nonetheless, when using an Evolutionary Algorithm (EA), one of-
ten faces many challenges concerning configuration and parameteri-
sation. For instance, one has to decide how to represent individuals,
how to create new individuals and which operators should be used.
Additionally, creating a fitness function to evaluate the quality of each
individualmight not be a trivial task. This is particularly difficult when
the fitness depends on the users, their perception and preferences. One
possible way to tackle this challenge consists in using a trial-and-error
approach, where the practitioner experiments with several configura-
tions and then select one that achieves reasonable good results. The
need to remove this trial-and-error process led to the emergence of
adaptive and self-adaptive algorithms. One of the first EAs to introduce
this concept was Evolutionary Strategies (ES) (Bäck, Hoffmeister, and
Schwefel, 1991). In concrete, ES used amechanism that adapted the rate
with which operators were applied. Over the years many mechanisms
have been proposed to adapt components of the EA (Kramer, 2010). Re-
garding the archive of solutions, there are also mechanisms that can be
used to establish an automatic updating process. For example, Vinhas
et al. (2016) automatically updates a solution archive based on nov-
elty: individuals are only added to the archive if their quality is above
a given threshold and if they are different from the ones already stored
in the archive.

Overall, the combination of user interaction and system self-adap-
tation provides an adequate setup for a co-creative relation between
human and computer. Different types of collaboration are accepted in
such co-creative systems (e.g. partnership or assistantship), which vary
in terms of complexity of the relationship between human and com-
puter, but also on the level of autonomygiven to each of them. Instilling
a self-adaptative behaviour to the systemmay increase its contribution
in the co-creative relationship with the user.

11.2 IMPLEMENTAT ION

The version of Emojinating presented in Chapter 9, despite being able
to evolve solutions that match the user taste, has a somehow passive
behaviour, as the actions of the system are mostly directly triggered
by the user. In this section, we describe our approach to enhance the
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Figure 11.1: Updated version of the Evolutionary framework diagram, show-
ing tasks (T1-11) and objects, e.g. concept tree (CT). The figure shows the tasks
that correspond to the introduced methods of context-adaptation (tasks T9-
10, in orange) and the automatic evaluator (tasks T6-8, in blue). Image best
viewed in colour.

creative behaviour of the system, increasing its autonomy and improv-
ing the cooperative character of its interaction with the user. In this
way, we intend to instil into the system the capability of adequately
responding to user actions, thus improving the co-creative relation.

Briefly describing, the previous version of the system could be said
to have two agents: an evaluator (user) and solution generator (system).
We now introduce a second evaluator (system) that is able to select solu-
tions based on its own idea of quality and storing them in its archive.
In addition, we improved the solution generator, increasing its ability
to adapt to the context. In Fig. 11.1, the updated diagram of the evo-
lutionary framework is shown, in which T9-10 (in orange) correspond
to the production of offspring and generation of individuals, which
were modified to include the methods of context-adaptation, and T6-8
(in blue) correspond to the added tasks, which are performed by the
automatic evaluator. In this chapter, we focus on the changes that were
conducted. For a full description of the evolutionary engine, we refer
the reader to Section 9.2.

11.2.1 Representation

In the previous versions of the system, only juxtaposition and replace-
ment blend types were implemented. In this version, we improved the
blending process by changing the representation used in order to fully
include fusion, enabling mechanisms of addition and removal.
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The emoji of Twitter’s Twemoji dataset are composed of layers. We
consider the blend as the phenotype of an individual. Each individ-
ual is encoded using a genotype of two chromosomes, which codify
the combination between the two emoji parents. The emoji used in
the blend are stored in the first chromosome. The second chromosome
is composed of an undefined number of genes, each codifying an ex-
change between the two emoji. Each gene corresponds to a set of two
numbers (a and b) that refers to the replacement emoji A (A) and to
the base emoji B (B), and define how the exchange is conducted. Three
different situations may occur: (i) to codify the exchange of layer we
use numbers in the 0-1 interval, which correspond to relative position
of the layer in the layer array (the number of layers is not the same
among emoji); (ii) to codify using the whole emoji instead of the layer,
we assign a value of -1; (iii) we use -2 when nothing is to be used of
the corresponding emoji. As such, the following cases occur:

• a = -1 ∧ b =- 2: adds A (juxtaposition);
• a = -1 ∧ b ≥ 0: replaces part of B with A (replacement);
• a ≥ 0 ∧ b ≥ 0: replaces part of B with part of A (fusion);
• a ≥ 0 ∧ b = -2: adds part of A (fusion);
• a = -2 ∧ b ≥ 0: removal of part of B (fusion).

11.2.2 Implementing Fusion

Figure 11.2: Blend
produced for “hot
bear” that shows
exchanges of the eyes
and head shape.

This representation approach is different from previous versions in
which emoji A (replacement) was always used as a whole (no fusion
was implemented) and, for that reason, only the number referring to
emoji B was taken into account (-1 was a juxtaposition and ≥ 0 was a re-
placement). The addition of the -2 value made it possible to implement
fusion, allowing addition, removal and exchange of parts.

Figure 11.3: Blend
produced for “hot
bear” that shows an
addition of an
element (the
droplet).

One of the main challenges of fusion is to know which parts to ex-
change.Whereas with replacement the number of possibilities of blends
with only one exchange, despite big, was still manageable (equal to the
number of layers of emoji B), with fusion this number increases con-
siderably (number of layers in emoji A × number of layers in emoji
B). When analysing other examples of visual blending that use fusion
we see that the fusion is somehow guided. For example, in the case
study described in Chapter 6, the exchange of parts followed concep-
tual mappings between parts. These mappings were previously pro-
duced using a Mapper component (Gonçalves, Martins, and Cardoso,
2018) that conducted structural mapping with mental spaces aligned
with the input visual representations.

With Emojinating, such a method is not appropriate, as no mental
spaces are available. Using an unguided fusion would increase the
number of nonsense blends, as any combination would be possible.
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As such, an alternative method was conceived. We conduct a pro-
cedure of finding matches between the parts of the two emoji, based
on their position. This is based on the idea that, for some emoji (e.g.
faces), similar parts are located in a similar position. The fusion sugges-
tion method is composed of the following steps:

1. find the nearest part of emoji B for each part of emoji A;
2. solve repetitions by choosing the lowest distance pair;
3. the unmatched parts of emoji A are considered additions;
4. the unmatched parts of emoji B are considered removals.
In each generation, new individuals are generated from scratch us-

ing different types of blending. In the case of fusion, after the parent
emoji are selected, the fusion suggestion method is used to obtain lists
of possible matches, additions and removals. The number of exchanges
(codified as a gene) is randomly set (we used a maximum of four ex-
changes) and, for each exchange, the system randomlydecides between
part exchange (see Fig. 11.2), part addition (see Fig. 11.3) and part removal,
and randomly selects it from the corresponding list.

When a part is exchanged, the replacement part assumes the size
and position of the replaced part. When an addition occurs, the added
part is placed in its original position and no resizing occurs. The fu-
sion suggestion method is only used in the generation and not in the
mutation to reduce nonsense blends but still allow more variation.

We are aware that this does not work for every emoji but fusion is
also not suitable for every combination – it usually works better with
emoji that are visually and structurally similar. Despite not being a per-
fectmechanism, it solves some problems in identifying the parts. Other
approaches may be explored in the future.

11.2.3 Variation Operators

The systempresents the userwith a population of a previously defined
number of individuals (we used a populationwith 20 individuals), i.e.
blends, and in each generation the user selects the ones to go through
a process of producing offspring (T9 in Fig. 11.1). Two different opera-
tors exist: crossover and mutation. The produced offspring individuals
fromboth operators are added to an offspring pool. Amaximumpercent-
age of the new population (50%) is reserved for the offspring, which
are randomly selected from the pool. The remaining percentage corre-
sponds to individuals generated from scratch.

11.2.3.1 Crossover Operator

A crossover occurs when the user selects at least two individuals. Ini-
tially, the systemonly conducted crossoverwith individuals that shared
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at least one emoji. Afterwards, we realised this approach severely re-
duced the possible offspring. As such, we decided that blends with no
shared emoji could also be combined.

In order to conduct the crossover, groups of two are randomlymade
with the emoji selected by the user. Two types of crossover can occur: if
the number of exchange genes (second chromosome) is equal to one,
one of the emoji of each parent individual is exchanged with the other
individual; if the number of exchange genes in both emoji is above one,
it conducts a gene crossover. A gene crossover consists in exchanging
genes between individuals, using a one-point crossover. The resulting
offspring individuals are added to the offspring pool.

11.2.3.2 Mutation Operators

In the previous version of the system (described in Chapter 9) only
three types of mutation existed (see Section 9.2.1.6): replacement emoji,
replaced layer and blend type. With the new representation, the types of
mutation increased to the following seven:

• replacement emoji: the emoji used as replacement is changed;

• base emoji: the emoji used as base is changed;

• juxtaposition: the blend type changes to juxtaposition;

• replaced layer: the replaced layer is changed;

• replacement whole to layer: the replacement part changes from the
whole emoji (a = -1) to a layer (a ≥ 0);

• replacement layer to layer: the layer used as replacement part is
changed;

• replacement layer to whole: the replacement part is changed from a
layer (a ≥ 0) to the whole emoji (a = -1).

11.2.4 Adaptation

Two types of adaptation can be said to exist: (i) to the user and (ii) to
situations within the system (context). In the evolutionary approach,
we introduced mechanisms that are aligned with the former, making
the system adapt to the user preferences (see Section 9.2.1.3). One of
the goals of the approach described in this chapter is to focus on the
latter, allowing the system to adapt to the population at the moment,
as different stages in the run may require different behaviour from the
system. Two different means of context-adaptationwere implemented:
adaptive blending process (individual generation) and adaptive variation
operators (mutation).
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11.2.4.1 Adaptive Blending

The adaptive blending process consists in changing the likelihood of a
given type of blend occurring, according to the state of the population.
This is used in the generation of new individuals from scratch (T10 in
Fig. 11.1). The types of blend have different variation potential (jux-
taposition has the lowest potential and fusion has the highest). Due
to this, our approach is that blend types with higher variation poten-
tial should occur more frequently when there are fewer different emoji
used in the blends of the population. As such,we assign the probability
of each blend type based on the number of different emoji (N_E):

• for N_E ≥ 20 (higher), JUX = 10% and FUS = 20%;
• for N_E ≤ 8 (lower), JUX = 2% and FUS = 50%;
• for 8 < N_E < 20, the probabilities are calculated with the follow-

ing expression:

LOWER_VAL + (UPPER_VAL − LOWER_VAL) × (N_E − 8)12 , (11.1)

where LOWER_VAL and UPPER_VAL are the probability values of the blend
type used in the lowest and highest bounds of N_E (e.g. in JUX 2% and
10%, respectively). The value for replacement is calculated using the
following equation:

REP = 100 − JUX − FUS. (11.2)

The values usedwere empirically obtained through experimentation
and adjustment.

11.2.4.2 Adaptive Mutation

Regardingmutation adaptation, our initial approachwas similar to the
adaptive blending process: we tried to assign the same value to each
operator and change it according to the state of the population. Later
we concluded that due to the characteristics of the problem, this ap-
proach would not lead to good results.

We realised that each type of blend has its own particularities and,
therefore, has different mutation requirements. For example, in juxta-
position mutating the replaced emoji is simple as the whole emoji is
used,whereas in fusion it ismore complex as the layer-based exchanges
are relative to the array of layers of each emoji, which varies in num-
ber of elements – mutating the replaced emoji in fusion would result
in something entirely different, causing a huge change. As such, muta-
tion adaptation consists in changing the occurrence probability of each
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Table 11.1: Probability of each mutation type based on the type of blend
(JUX, REP OR FUS) of the individual being mutated. RP stands for Replacement
Part.*Implemented but not used.

mutation type JUX REP FUS

replacement emoji is changed 40 30 5
base emoji is changed 40 10 0
blend type changes to juxtaposition* 0 0 0
replaced layer is changed 20 35 25
RP changes from whole to a layer 10 5 0
RP is changed by selecting a new layer 0 0 15
RP changes from a layer to whole 0 0 5

mutation operator according to the blend type of the individual being
mutated. We established values for each mutation, depending on the
type of blend of the parent (see Table 11.1). The emoji mutations are
independent of the rest. If juxtaposition occurs, none of the rest occurs.
If no juxtaposition occurs, any of the other mutation types can occur.
These changes were conducted in the task of producing offspring (T9
in Fig. 11.1).

11.2.5 Self-evaluation and Selection

In order to give some autonomy to the system, we decided to bring
another agent to the evolutionary process. This agent is an automatic
evaluator that has two possible actions: evaluate individuals according
to its preferences and store individuals in its own archive. The user can
see the archive and is able to retrieve individuals from it but only the
automatic evaluator is able to add individuals.

11.2.5.1 Quality Assessment: Criteria

Defining criteria for quality assessment of blends is not an easy task.
First because quality is dependent on visual attributes but also on con-
ceptual ones (e.g. does the user perceive the concept?). Moreover, as
they depend on user understanding and perception it makes this an
open-ended evolution problem.

We chose to focus on the first type of criteria (visual attributes). We
considered two aspects that are related to the quality of an icon: com-
plexity (the simpler the better) and legibility (should be perceivable
in smaller sizes). Also, given that we are conducting visual blending,
we need to also consider the degree of change in comparison to the
parents. With this in mind, we defined the following criteria:

1. overall complexity (𝑜𝐶𝑜𝑚):

𝑜𝐶𝑜𝑚 = 1#BLEND_LAYERS . (11.3)
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2. area exchanged (𝑎𝐸𝑥):
𝑎𝐸𝑥 = #𝐿𝐸(𝑏)∑𝑖=1 𝑎(𝑙𝑖), (11.4)

where #𝐿𝐸 is the number of layers exchanged (added+removed)
in the blend (𝑏) and function 𝑎 calculates the area of a layer 𝑙.

3. relation between added area and added layers (𝑟𝐴𝐿):
𝑟𝐴𝐿 =

#𝐿𝐴(𝑏)∑𝑖=1 𝑎(𝑙𝑖)#ADDED_LAYERS , (11.5)

where #𝐿𝐴 the number of added layers and function 𝑎 calculates
the area of a layer 𝑙.

4. difference in complexity (𝑐𝐷𝑖𝑓 ):𝑐𝐷𝑖𝑓 = #ADDED_LAYERS − #REMOVED_LAYERS. (11.6)

11.2.5.2 Quality Assessment: Fitness Calculation

The goal of the automatic evaluator is to be able to assess solutions
based on its own idea of quality. In this sense, there are two options:
having an evaluator that tries to get similar solutions to the user, in or-
der to present good alternative solutions; or get solutions that are dis-
tinct from what the user is selecting. In our implementation, we chose
to focus on the first approach.

The system’s idea of good solutions is therefore dependent on user
choices. This is achieved by making the system analyse the blends in
the user archive – which are assumed as being good – and afterwards
change its idea of a good solution to match these user-selected blends.
In the beginning, the system starts with default values (all equal to 1).
As soon as the user stores individuals in the archive, the system evalu-
ates them and changes its fitness goal, based on their characteristics. To
obtain the goal, the system calculates the average of each criterion for
the individuals stored in the user archive, which results in an average
blend profile (T6 in Fig. 11.1). This profile is then set as the new goal
and used for selecting individuals that the system finds interesting.
As such, the system goal changes over time, according to user prefer-
ences. In order to calculate the fitness of an individual, the system uses
a Euclidean distance between the individual and the average profile:

𝑑 = √√√⎷
4∑𝑖=1(𝑐𝑖 − 𝜇𝑐𝑖)2, (11.7)

where 𝑐𝑖 and 𝜇𝑐𝑖 denote the criterion of the individual being evaluated
and the average value of the criterion, respectively. With this function,
the system assesses how far it is from the goal. The average profile is
updated at the end of each generation.
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11.2.5.3 Individual Selection

As already mentioned, the automatic evaluator has its own archive. At
the end of each generation, and after calculating the new goal (T6 in
Fig. 11.1), the system performs an analysis of the population to check
for good individuals (T7 in Fig. 11.1). The evaluator’s archive capacity
was set to 5 to avoid storing too many individuals. Also to avoid col-
lecting too many individuals, the evaluator only stores one blend per
emoji combination. This way, the system tries to improve the fitness of
individuals for each emoji combination. In each generation, the eval-
uator selects the best blend in the population (T8 in Fig. 11.1), checks
whether it already has a blend for the emoji combination and proceeds
as follows:

1. If there is already a blend for the emoji combination:
a) If the fitness of the stored one is lower than the current pop-

ulation best, it replaces the individual in the archive;
b) If the stored individual has higher fitness, the evaluator dis-

cards the selected individual and proceeds to the next gen-
eration without storing any individual.

2. If it does not have any blend for the emoji combination:
a) If the archive has free space, the evaluator stores the blend;
b) If the archive is full, the evaluator checks whether the se-

lected blend (best blend in the population) has higher fit-
ness than the worst individual in its archive. If so the evalu-
ator replaces the stored blend with the selected one; other-
wise, the selected blend is discarded.

In each generation, the evaluator discards individuals from its archive
if the difference of their fitness to the best individual in the population
is greater than two (empirically obtained), which often happens when
the fitness goal drastically changes.

11.3 EXPER IMENTAT ION

In order to assess the performance of the new version of the system (re-
ferred to as co-creative), we conducted a user study.1 The study was
conducted with eight users, who also participated in the experiment
described in Section 10.4. The two studies were separated by a two-
month period. Therefore, we consider the present study as a follow-
up to the first one, allowing us to compare the two versions of the
system (evolutionary vs co-creative). The previous results (Section 10.4)
suggested that our system is not very suitable for the representation

1 This study has been partially described in the publications by Cunha et al. (2019b)
(section User Study #1) and Cunha et al. (2020b) (section Experiment #2).
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of single-word concepts, especially concrete ones (e.g. dog). For this
reason, we chose to focus on double-word concepts.

In this section, we will compare the results of the two studies, using
stage #1 (ST1) to refer to the results obtained in the study described
in Section 10.4 and stage #2 (ST2) to refer to the ones from the study
described in the present section.

11.3.1 Experiment Setup

For the results of ST1, we only use data of participants whowere in both
studies (eight participants).

In ST2, the participants used the co-creative approach described in
the previous section and tested the same double-word concepts used
in ST1, each testing a total of five concepts. As described in Section 10.4,
the concepts were randomly selected from a list built by crossing a
noun-noun compound dataset (Fares, 2016) with a concreteness rat-
ings dataset (Brysbaert, Warriner, and Kuperman, 2014), which was
divided into groups based on semantic concreteness. Each participant
tested at least one concept from each concreteness group – very low con-
creteness (1-2), low concreteness (2-3), high concreteness (3-4) and very
high concreteness (4-5).

The participants were asked to use the system to evolve blends that,
in their opinion, represented the concept. In stage 1, for each concept
the users were requested to conduct three tasks (these tasks were al-
ready listed in Section 10.4 but we repeat them here for clarity):

T1 Classify how well the system represented the concept, using a
scale from 1 (very bad) to 5 (very good);

T2 Classify the surprise degree of the results, using a scale from 1
(very low) to 5 (very high);

T3 Export the solutions which they considered the best, from the
oneswhich they considered as concept-representative. In case no
solution represents the concept, none should be exported.

In stage 2, the same tasks were conducted plus an additional one:

T4 Classify the capability of the system to adapt to user actions, us-
ing a scale from 1 (very low) to 5 (very high).

We are aware that there is a risk of obtaining biased results as the
users had used the same concepts with previous version of the system.
This may have affected the results of some of the tasks conducted (e.g.
T2 surprise assessment).

The objective of this study is two-fold: (i) compare the two versions
of the system, and (ii) compare the different types of blend and assess
the impact of adding fusion.
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Table 11.2: Results of the two stages (ST1 and ST2) for T1 (quality), expressed
in number of concepts and divided into groups based on number of retrieved
emoji (small, medium and large).

quality
1 >1 and ≤3 ≥4

ST1 ST2 ST1 ST2 ST1 ST2

small 1 1 5 3 4 6
medium 6 4 3 3 9 11
large 1 2 3 0 8 10

8 7 11 6 21 27

Table 11.3: Results of the two stages (ST1 and ST2) for T3 (blends exported),
expressed in number of concepts and divided into groups based on number
of retrieved emoji (small, medium and large).

exported
0 1 >1

ST1 ST2 ST1 ST2 ST1 ST2

small 1 2 8 7 1 1
medium 8 7 6 8 4 3
large 1 2 6 6 5 4

10 11 20 21 10 8

We also analysed the total number of emoji retrieved for each con-
cept and divided the concepts into three groups: small (emoji number≤5), medium (>5 and ≤15) and large (≥25). This was done to assess
if to what extent the performance of the system is dependent on the
quantity of available emoji. Each of the participants had at least one
concept from each group.

11.3.2 Results and discussion

The results show that the new approach (tested in ST2) led to an im-
provement in performance – the number of conceptswith quality lower
than good (= 1 and > 1 and ≤ 3) decreased and of quality equal or
higher than good (≥ 4) increased from 21 to 27 (Table 11.2). No ma-
jor differences are observed in relation to the different groups (emoji
quantity). When comparing the two stages (ST1 and ST2) in terms of
concept representation (Table 11.3), the difference is small – ST1 had a
total of 30 represented concepts (with exported blend) and ST2 had 29
(3 lost and 2 gained).

In terms of exported blends, the participants exported one blend in
the majority of the concepts (Table 11.3). In ST2, from the 40 concepts,
we obtained the following results: no solution was exported in 11; in 21
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Table 11.4:Results of the two stages (ST1 and ST2) for T2 (surprise), expressed
in number of concepts and divided into groups based on number of retrieved
emoji (small, medium and large).

surprise
1 >1 and ≤3 ≥4

ST1 ST2 ST1 ST2 ST1 ST2

small 1 2 5 4 4 4
medium 2 0 8 9 8 9
large 0 0 8 4 4 8

3 2 21 17 16 21

Table 11.5: Results of ST2 for T4 (adaptation), expressed in number of con-
cepts and divided into groups based on number of retrieved emoji (small,
medium and large).

adaptation
1 >1 and ≤3 ≥4

small 2 4 4
medium 0 7 11
large 0 5 7

2 16 22

only one solution was exported; and in eight more than one solution
was exported (see examples of exported blends in Figs. 11.4 and 12.1).

Figure 11.4: Blends
produced for
“cigarette market”.

The fact that the process of visual blending was able to lead to good
solutions for the majority of the concepts seems to indicate that it is a
useful method for concept representation. Moreover, the results also
show that the system is able to present the user with more than one
good solution.

We also analysed three combinations of quality (Q), exported (E),
andgeneration (G) that correspond to “early quitwithout results” (E=0∧ G<20), “early quit with poor results” (Q≤3 ∧ E>0 ∧ G<20) and
“early satisfaction” (Q≥4 ∧ E>0 ∧ G<20). The total number of early
satisfaction was maintained, increasing in the ones with few emoji –
indicates that the system is able to produce solutions of good quality
that the previous version could not – and decreasing in the medium
and large groups – indicates that the user was still exploring the space
or that the user was not able to obtain what he wanted. The number
of early quitting with poor results decreased (maybe due to more va-
riety). However, the number of early quit without results increased
by 2 in the small emoji quantity group. A possible interpretation for
this latest result is that the participants may have remembered that the
system did not perform well for that concept in ST1, which caused a
quicker quit.
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Table 11.6: Results of the two stages (ST1 and ST2) in number of occurrences
(exported blends) of each type of blend – juxtaposition (JUX), replacement (REP)
and fusion (FUS) – divided into groups based on the number of retrieved emoji
(small, medium and large). The “?” column refers to cases in which it was not
possible to identify the type of blend and “hidden” to cases in which one of
the emoji was hidden.

ST1 ST2
JUX REP FUS ? Hidden JUX REP FUS ? Hidden

small 6 4 – 0 2 2 3 1 3 3
medium 10 8 – 0 2 8 6 0 1 2
large 9 9 – 0 1 4 9 2 0 2

25 21 – 0 5 14 18 3 4 7

As it was not the first time using the systemwith those concepts, we
anticipated that the participants would not be as surprised as in ST1.
However, the results show the opposite: there was an increase in the
surprise values (Table 11.4). The number of concepts with surprise ≥ 4
increased from 16 to 21, which means that the system was still able to
generate surprising results.

In terms of adaptation (Table 11.5), in the majority of concepts (22)
it was reported as equal or above high (≥4). There were only six cases
of adaptation ≤ 2. Only in two of those cases did the user go beyond
the tenth generation. From the remaining four, only one of them was
above the fifth generation (G= 7). Moreover, the user was only able to
find a satisfying solution (i.e. the participant exported one solution)
in one of these four cases. In these cases, the participants stopped the
run very early (e.g. generation four) mostly due to lack of emoji, and
this affected their perception of the system’s capability of adaptation.

To further investigate the suitability of visual blending for concept
representation, we analysed the blends exported by the participants in
terms of blend type (some concepts had more than one exported). In
total, ST1 had 46 exported blends and ST2 had 39 (Table 11.6).

Figure 11.5: Blend
produced for “airline
bureaucracy”.

Considering that fusion is only used in ST2, the results show that juxta-
position and replacement are used in the majority of the exported blends
(Table 11.6). In addition, in some cases of ST2, it was not possible to
ascertain the type of blend, as one of the emoji was hidden. Another
emoji hidden situation occurred in a fusion blend, in which the replace-
ment emoji was not perceivable (Fig. 11.5). We identified the cases in
which one of the emoji was hidden in the blend (Table 11.6). These re-
sults seem to indicate that fusion is not very useful and may only add
unnecessary variability to the results.
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11.4 GENERAL ANALYS I S

In general, the system is able to learn from the user behaviour, which
is observed in the storing of similar blends in its archive (e.g. if the
user selects blends with a large exchanged area, the system tends to
replace the blends in its archive to match the user preference). Inter-
estingly, some participants reported that the system was placing good
and previously unseen solutions in its archive, and some even stored
blends gathered from the system’s archive, which shows that the sys-
tem was able to adapt to user preferences. This points out that the sys-
tem archive is useful to highlight blends that the usermay havemissed
as the system only selects blends that were previously shown to the
user. It also indicates that the number of individuals shown to the user
(equal to population size) may be too large to be efficiently analysed,
as the users seem to miss some blends that they consider good. On
the other hand, some participants mentioned that they did not look
much into the system’s archive due to its location on the page and to
the opacity used in its blends.

Concerning weariness, the obtained values were lower in ST2 (me-
dian = 1, mode = 1) comparatively to ST1 (median = 2, mode = 2).
However, due to differences in the number of tested concepts and con-
sequent duration of the test, ST1 and ST2 cannot be realistically com-
pared in terms of weariness. Despite this, two participants who con-
ducted the tests with a similar duration in both stages (30 vs 29 and
25 vs 23), reported weariness of 2 in ST1 and weariness of 1 in ST2. This
suggests that the version of the systemused in ST2may cause lessweari-
ness. Moreover, participants reported that the fact that the system was
capable of generating more variation led to more exploration and, con-
sequently, to less monotony and fatigue, which in ST1 was often caused
by over-similarity among blends.

Regarding the conduction of the user survey, an aspect should be
mentioned.As already stated, the conceptswere retrieved fromanoun-
noun dataset. The concepts, however, are not the most suitable to test
the system with as some of them tend to be too specific (e.g. “summit
agreement”, “interest abatement”, etc.) and, in a normal situation, the
systemwould most likely not be used with such concepts. This should
be taken into account when interpreting the results.

11.4.1 Setup and Methods

The values used in the co-creative approach were empirically obtained
through experimentation and adjustments. However, due to the high
number of parameterswe consider that further tuning is required. One
example is the probability of fusion, which depends on the number of
different emoji in the population. Its probability of occurrence was set
to a high value (50%) for low emoji numbers, as it is the type of blend
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that leads to the highest variety of results – theoretically, this would
be suitable in situations in which few emoji exist. However, this does
not work when put into practice as it makes it harder to identify both
parent emoji (e.g. “airline bureaucracy” in Fig. 11.5), which worsens
the user perception from the first generation. A possible solution may
be to also consider the number of the current generation.

Figure 11.6: Blend
produced for “hot
bear” that shows
issues with fusion
suggestion.

Another issue has to do with the methods used in the system, for
example, the fusion suggestion. We consider that this method is not fail-
proof (see Fig. 11.6 in which the smiley’s mouth is paired with the
bear’s nose) but was one solution that is suitable to solve some of the
issues. Nonetheless, there are some aspects that need to be taken into
account in future developments. For example, it should have a distance
threshold – at the moment it only leaves out parts if the emoji do not
have the same number of layers. Moreover, in addition to position, it
should also consider size – two different sized layersmay have a similar
position (measured in the left corner of the object) and still not be the
most suitable for exchange. Another approach to improve the system is
to assess which type of blend is the most suitable for the emoji in ques-
tion (e.g. fusion is suitable for blending faces but for blending an animal
and a location, juxtaposition should work better). This is aligned with
some of the conclusions from the study with visual blends described
in Chapter 5, in which we identified certain types of transformations
that are commonly used in the blends involving specific emoji.

11.4.2 Interface

In comparison to the previous version, the interface was improved by
reducing the sizes ofmost elements (Fig. 11.7). Thiswas done to enable
the creation of the automatic evaluator archive. Despite this, with the
user survey, we identified some issues. First, the position of the archive
in the lower part of the page makes it less noticeable. This is further
intensified due to the choice of adding some transparency to the blends
in the evaluator archive. The reduced presence of the archive fails with
the goal of showing blends to the user – some participants stated that
they were not paying much attention to the evaluator archive.

11.4.3 Evaluator Archive

On the other hand, some participants claimed that the evaluator was
able to get good blends that they had not seen before. This highlights
two things: the evaluator is able to select individuals that match user
preference; the user had missed blends that had previously appeared
in the population (maybe due to population size) – the evaluator only
selects blends from the population. As such, the evaluator archive is
useful to show good solutions that may have been missed.



11.4 GENERAL ANALYS I S 221

Figure 11.7: Interface of Emojinating version 3.

Analysing how the evaluator stores the individuals, we believe that
there are some improvements that need to be made. First, in some
cases, due to lack of emoji, the evaluator only stored one individual –
the best individual for the emoji combination. A possible improvement
could consist in allowing the evaluator to add different blends from the
same emoji parents until the maximum size is reached. Moreover, the
system stores blends that are equal to the ones selected by the user.
Ideally, the evaluator should avoid blends that are exactly the same as
any stored by the user, as they are not useful in any way.

Concerning the evaluator behaviour, we explored a strategy focused
on searching for blends similar to the ones selected by the user. An-
other possible approach is to use the evaluator to explore different ar-
eas of the search space, stimulating a divergent behaviour, which may
increase the variety of good results.
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11.4.4 Fitness

Regarding fitness, there are also some issues that need to be addressed.
First, using an average of individuals’ properties as a goal does not al-
ways work well – an individual located between two good individuals
may not be a good individual. Even more, as we are dealing with sym-
bols, in which the perception of the concept is more important than
some of the considered visual features (e.g. area changed). In addition
to visual features, other aspects can be considered – e.g. the emoji be-
ing used (alignedwith the ones from the blends selected by the user or
more closely related to the concept being represented), type of blend
(to match user preferences), or even similarity measured using a pixel-
based approach.

11.4.5 Role of the Evaluator

In the current approach, the evaluator is left with the blends that the
user did not select. Despite being useful to identify good solutions that
the user missed, its role can still be considered as passive. A possible
future direction is to allow the evaluator to select blends to be repro-
duced, generating offspring from its own stored individuals. This can
further enhance the system’s creative behaviour.

11.5 SUMMARY

In this chapter, we presented an approach to improve the relation be-
tween the Emojinating system and its users. The previous version was
limited in terms of participation of the system in the co-creative ex-
change with the user. Our goal was to increase the creative behaviour
of the system by introducing two novel functionalities: self-evaluation
and context-adaptation. With this improved version, a new agent is in-
troduced in the evolutionary process: an automatic evaluator, capable of
selecting individuals according to its idea of good quality.

We conducted a user study, which we consider as a follow up of the
study described in Section 10.4 – a group of eight people participated
in both studies. This way, we were able to compare the new version of
the system with the previous one. The results show improvement in
the quality of solutions and in the capability of stimulating the user.
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In the previous chapters, we have presented the three versions of Emo-
jinating: deterministic (Chapter 8), evolutionary (Chapter 9) and co-
creative (Chapter 11). In addition to themultiple studies that were con-
ducted to assess the performance of the different versions, in Chapter
10, we described a broader study in which we evaluate the quality of
visual representation of single-word and double-word concepts.

In this chapter, we start by making a general summary of the itera-
tive development of Emojinating. Then, we describe an Experiment di-
vided into two parts, each with a specific goal: (i) comparing creative
production by the user alone with results obtained with the system
and assessing the perception of quality by the user, simulating a real-
world situation (part #1); and (ii) assessing how blends are perceived
by people not involved in their production (part #2). We conclude the
chapter with an overall discussion on Emojinating’s performance and
its potential uses.

This chapter is based on the work presented in the papers by Cunha
et al. (2020b) and Cunha et al. (2019b).

12.1 RECAP OF EMOJ INAT ING DEVELOPMENT

The iterative development of Emojinating was described in the previ-
ous chapters. Despite using different approaches, the main goal of the
system is always the same: using visual blending of emoji to represent
concepts. In general, the system receives a concept from the user that
is mapped to two emoji (e.g. emoji A and emoji B), which are then com-
bined through a process of visual blending – emoji B is considered as
the base for the blending and emoji A as the replacement. Three different
types of blending were used: juxtaposition, replacement and fusion.

The second version of the system included an interactive evolution-
ary engine (Chapter 9), which allows the production of solutions that
match the user preference. The third version introduced improvements
to the collaboration between user and system (Chapter 11).

In these three versions, we have used different approaches for choos-
ing the type of blend and replaced parts: in the deterministic system
(Chapter 8) one blend was generated for juxtaposition and for replace-
ment the system generated one blend for each layer replacement possi-
bility, per emoji combination; in the evolutionary system (Chapter 9),
for the generation of new blends, we used a rate of 20% for juxtaposition
and 80% for replacement (the replaced layerwas randomly chosen); and
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Figure 12.1: Blends obtained in the study described in Section 11.3.

in the co-creative system (Chapter 11), context-adaptionwas used (chang-
ing the blend type probabilities depending on the population) and the
choice of the replaced layer is made based on perceptual features and
user preference (e.g. if the user prefers small replaced parts, the sys-
tem will tend to produce blends that match this preference). The goal
of this iterative development was to improve the way that the system
is used to produce visual representations of concepts. However, one
may question whether the system can actually be useful to users.

12.2 ASSESS ING USE FULNESS

The capability of finding a solution that visually represents a given
concept does not necessarily present evidence of the usefulness of the
system itself. Moreover, the perception of a designer does not always
match how their design is perceived – i.e. even though a user might
consider that a blend has high quality, this does not mean it will be
well interpreted by someone who does not know the concept behind
it. In this section, we describe an experiment1 in which we focus on
the assessment of the potential usefulness of the system and also the
perception of blends by users.

We used blends exported by the eight participants of the study de-
scribed in Section 11.3 (Fig. 12.1). Fromall blends exported,we selected

1 This experiment has been (partially) described in the publications by Cunha et al.
(2019b) (section User Study #2) and Cunha et al. (2020b) (section Experiment #3).
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only one per concept, using the ones identified as the best when more
than one had been exported. Then, we excluded the ones in which one
of the emoji was being hidden, as these could not be considered as
proper visual blends. This resulted in a set of 22 concepts and corre-
sponding visual representations (Fig. 12.1). The set was divided into
three groups, balanced in terms of semantic concreteness.

Three sessionswere conducted, resulting in three user groups: group
1with 15 participants, group 2with 19 andgroup 3with 22 (Table 12.1).
This difference in participant number was due to participant availabil-
ity. In total, 56 users with ages between 19 and 27 (average = 20.4 and
standard_deviation= 1.6) participated in the experiment, all with a back-
ground in graphic design.

12.2.1 Part #1 Usefulness

In the first part of this experiment, we focused on assessing the poten-
tial usefulness of the system.

12.2.1.1 Experiment Setup

Each group of concepts was given to a group of participants – each
concept was tested with a minimum of 15 users.

Each participant received a list of concepts and had to complete a
survey for each concept. The survey was divided into two stages and
was composed of five tasks. First, each participant was asked to con-
duct four tasks for each concept:

T1 Do you understand the concept?
T2 Draw the concept.
T3 Describe the drawing in a few words.
T4 How well does the drawing represent the concept?
Tasks T1 and T4 required the participant to use a scale from 1 (not

at all) to 5 (perfectly). In case the participant did not understand the
concept (T1), the remaining tasks were to be ignored. The participants
were told to use a quick drawing style, similar to the one used in games
such asPictionary (see user drawings in Fig. 12.2). After conducting the
four tasks for every concept, the generated blends of each conceptwere
shown and the participant was asked to answer the following question
for each concept, using the previously described 1-5 scale:

T5 How well does the blend represent the concept?

12.2.1.2 Results

The study resulted in a total of 414 concept tests – group 1 was com-
posed of seven concepts and was tested with 15 participants; group
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Table 12.1:Results for each concept – average semantic concreteness (C); com-
positionality score (CP) obtained from the work by Roberts and Egg (2018);
number of tests conducted (T); mode (𝑚𝑜) and median ( ̃𝑥) for the tasks T1
(concept understanding), T4 (drawing quality) and T5 (blend quality); num-
ber of valid tests (V); number of tests analysed (A); concepts with good un-
derstanding in the majority of the valid tests are marked with · in column U;
percentage of A in which the blend was worse (B < D) and better (B > D) than
the drawing (includes absence of drawing). We use bold to identify the win-
ning approach and underline to identify concepts with high understanding
rate in which the blend was better than the drawing. The values in C an CP
were rounded to two decimal places for better presentation.

T1 T4 T5
C CP T 𝑚𝑜 ̃𝑥 𝑚𝑜 ̃𝑥 𝑚𝑜 ̃𝑥 V A U B<D B=D B>D

flag carrier 4.50 0.35 15 1 2 1 2 4 3 10 1 0.0 0.0 100.0
growth rate 2.70 0.63 15 4 4 4 4 5 5 14 10 · 20.0 20.0 60.0

packaging product 4.31 - 15 5 5 3 3 4 3.5 13 9 · 33.3 22.2 44.4
peace accord 1.60 0.47 15 4 4 3 3 5 5 14 10 · 10.0 20.0 70.0

power difficulty 1.97 - 15 1 2 1 1.5 3 2.5 11 3 100.0 0.0 0.0
risk disclosure 1.91 - 15 1 1 1 1 3 3 10 1 100.0 0.0 0.0
security house 3.91 - 15 3 3 3 3 5 4 11 6 · 33.3 16.7 50.0
balancing act 2.82 0.38 19 5 3 3 3 1 1.5 14 7 71.4 14.3 14.3

cigarette market 4.79 - 19 5 4 3 3 4 3 17 9 · 33.3 22.2 44.4
failure risk 1.86 - 19 5 3.5 2 2 1 3 15 6 50.0 33.3 16.7

future power 1.95 - 19 5 3 1 3 4 3 13 6 16.7 33.3 50.0
love song 3.27 0.58 19 5 5 5 4 5 5 16 15 · 6.7 53.3 40.0

plane crash 4.36 0.44 19 5 5 5 4 5 5 13 12 · 25.0 25.0 50.0
vehicle operation 4.04 - 19 3 3 4 3 3 3 14 6 50.0 33.3 16.7

business information 3.08 0.47 22 3 3 1 2 4 4 18 2 0.0 0.0 100.0
car factory 4.83 0.48 22 5 5 2 2.5 5 5 20 16 · 6.3 18.8 75.0
health risk 1.96 0.49 22 4 4 2 2 5 4 20 18 · 11.1 11.1 77.8

market depression 3.55 - 22 1 2.5 2 2 1 2 20 5 60.0 20.0 20.0
risk assessment 1.87 0.57 22 1 1 3 3 3 3 18 2 50.0 0.0 50.0
rumor control 2.04 - 22 1 3 3 3 3 3 21 3 100.0 0.0 0.0
sugar harvest 4.44 - 22 1 1 1 2.5 4 4 17 3 33.3 33.3 33.3

university center 4.25 0.59 22 1 3 2 2 5 4 19 8 0.0 0.0 100.0
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Figure 12.2: Examples of user drawings of each concept
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Figure 12.3: User drawings obtained for love song (top row), car factory (mid-
dle row), health risk (bottom row, left side) and balancing act (bottom row,
right side).

2 had seven concepts and was tested with 19; and group 3 had eight
concepts and was tested with 22. From the total of tests, 76 tests had
to be excluded from the study due to invalid answering: in three tests
no answer was given to any of the tasks; in 24 no answer was given
regarding the familiarity with the concept (T1); in 40 the quality of the
blend was not evaluated (T5); and in nine a visual representation was
drawn but not evaluated (T4).

In addition to these validity exclusions, for our analysis we only con-
sidered tests in which the participant reported to know the concept
well or perfectly (T1 ≥4). We are aware that this procedure reduced
the number of answers considerably but it would be illogical to anal-
yse tests in which the concept was not known to the participant – such
would invalidate the results. It is important to notice the difference be-
tween valid tests (V) and valid tests in which the user understood the
concept (A) – see Table 12.1. This may be due to two factors: concept
complexity and participant language difficulties (the participantswere
not native English speakers).

The results of the comparison between blend and drawing shown in
Table 12.1 only consider the valid tests in which the user understood
the concept (A). The cases inwhich no drawingwasmade are included
in the value of better blend (B > D). Comparing the results from T4
(drawing) and T5 (blend) allows us to assess whether the system can
be useful.

In eight out of the nine concepts with high understanding rates – i.e.
good understanding in the majority of the valid tests (marked in col-
umn U in Table 12.1) – the blend was considered better than the draw-
ing by the majority of the participants (underlined in Table 12.1) and
this majority was even absolute in four from these concepts (growth
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rate, peace accord, car factory and health risk). From the remaining 13 con-
cepts, in four the blendwas considered better by themajority of the par-
ticipants, and in two the results obtained by the blend and the drawing
were equal. In contrast, the drawing was only better than the blend for
the absolute majority of A in five concepts, four from which had a very
lowunderstanding of the concept (less than 27%had T1≥4).Moreover,
in two cases, the participant, despite knowing the concept, was not able
to draw it and evaluated the blend as equal or better than good (T5≥4).
These results indicate that the system would be helpful to the user in
14 of the concepts (cases with a percentage of B>D higher or equal to
the percentage of B<D), and its usefulness is particularly clear in eight
(underlined in Table 12.1) from these concepts (36% of the 22).

When analysing the drawings made by the users, it is easy to ob-
serve how complex some of them are – e.g. drawings 1, 2 and 3 for love
song in Fig. 12.3 were described by the users as “serenade”, “writing
a love song” and “sound waves”. Yet, it is questionable whether these
drawings would be perceived as love song. Moreover, some drawings
could even be more closely related to other concepts – for car factory, 1
could be perceived as a driving car, and 4 and 5 could be interpreted
as the icon for a garage for fixing cars. In example 2, the user even in-
cluded the label “car factory” to make it perceivable. In most of these
examples, the blend obtained better quality results than the drawing.
Despite this, it is interesting to see how some of the drawings are very
similar to the blends (e.g. the blend for love song in Fig. 12.1 and draw-
ing 5 in Fig. 12.3). On the other hand, drawings 1 and 2 for balancing act
were considered better than the blend, which shows that the system is
not always capable of producing better solutions.

12.2.2 Part #2 Perception

After concluding part #1 of the experiment, we decided to focus on per-
ception and interpretation. We conducted another study with the same
participants and concepts of part #1.

12.2.2.1 Experiment Setup

Weassigned a different group of concepts to each group of participants
(i.e. user group 1 tested group 1 of concepts in part #1 and tested group
3 in part #2), which can be observed by comparing the number of tests
(T) of each concept in Table 12.1 with the ones in Table 12.2. Each par-
ticipant received a list of concepts and had to complete the following
task for each concept:

• Identify the concept behind the blend.

For this task, an open-ended answer was expected and no indica-
tion was given in regards to the number of words to use, as we wanted
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Table 12.2:Results of the naming study – number of tests conducted (T); num-
ber of testswith answer (A); for eachword of the concept it is shown the count
of tests in which the correct word was used (3), a similar term (2), a related
term (1) and an incorrect term (0); the percentage of tests for five categories
of (𝑤𝑜𝑟𝑑1,𝑤𝑜𝑟𝑑2) values, in which (3,3) is an exact match and (0,0) is an in-
correct answer. Best results (highest percentages in two leftmost categories)
are marked with ⋆. 𝑤𝑜𝑟𝑑1 𝑤𝑜𝑟𝑑2 (2,≥2) (1,≥1) (0,≥0)

T A 3 2 1 0 3 2 1 0 (3,3) (≥2,2) (≥1,1) (≥0,0) (0,0)

flag carrier 19 19 0 0 0 19 0 0 0 19 0,0% 0,0% 0,0% 0,0% 100,0%
growth rate 19 17 2 2 1 12 0 0 0 17 0,0% 0,0% 0,0% 29,4% 70,6%

packaging product 19 18 0 0 15 3 0 0 0 18 0,0% 0,0% 0,0% 83,3% 16,7%⋆ peace accord 19 19 13 0 1 5 2 4 4 9 10,5% 21,1% 5,3% 52,6% 10,5%
power difficulty 19 19 1 3 7 8 0 0 2 17 0,0% 0,0% 10,5% 47,4% 42,1%
risk disclosure 19 18 0 0 2 16 0 0 15 3 0,0% 0,0% 11,1% 72,2% 16,7%⋆ security house 19 19 9 2 8 0 6 3 2 8 10,5% 21,1% 26,3% 42,1% 0,0%
balancing act 22 18 0 0 0 18 0 0 12 6 0,0% 0,0% 0,0% 66,7% 33,3%

cigarette market 22 22 1 10 6 5 1 0 10 11 4,5% 0,0% 40,9% 36,4% 18,2%
failure risk 22 19 0 0 0 19 2 0 10 7 0,0% 0,0% 0,0% 63,2% 36,8%

future power 22 8 1 0 0 7 1 1 6 0 12,5% 0,0% 0,0% 87,5% 0,0%⋆ love song 22 21 6 0 12 3 16 1 1 3 28,6% 0,0% 42,9% 28,6% 0,0%⋆ plane crash 22 19 6 6 4 3 6 7 4 2 26,3% 26,3% 21,1% 26,3% 0,0%
vehicle operation 22 22 0 7 5 10 0 0 15 7 0,0% 0,0% 22,7% 77,3% 0,0%

business information 15 10 0 3 2 5 0 1 1 8 0,0% 10,0% 0,0% 50,0% 40,0%⋆ car factory 15 15 5 0 1 9 3 1 10 1 20,0% 6,7% 13,3% 53,3% 6,7%
health risk 15 15 2 0 8 5 3 2 9 1 0,0% 6,7% 60,0% 26,7% 6,7%

market depression 15 11 0 0 0 11 0 0 5 6 0,0% 0,0% 0,0% 45,5% 54,5%
risk assessment 15 14 0 0 0 14 0 0 0 14 0,0% 0,0% 0,0% 0,0% 100,0%
rumor control 15 15 0 0 0 15 0 0 5 10 0,0% 0,0% 0,0% 33,3% 66,7%
sugar harvest 15 12 1 6 0 5 0 0 7 5 0,0% 0,0% 58,3% 0,0% 41,7%

university center 15 14 5 1 5 3 0 0 0 14 0,0% 0,0% 0,0% 78,6% 21,4%

Note: the values from love song are different from (Cunha et al., 2020b) due to correction.

to assess how the participants interpreted the blend without any con-
straint. For the same reason, participants were allowed to answer in
Portuguese and English.

12.2.2.2 Results

A total of 407 tests were conducted, from which no answer was given
in 43. A minimum of one word was used in the naming, a maximum
of eight, mode of 1, median of 2 and standard deviation of 1.093. We
conducted two different analyses to the results obtained.

The first one concerned the comparison of the name assigned by the
participant and the concept used to produce the blend. The results of
this analysis can be seen in Table 12.2. First, we analysed the name (see
examples of answers in Table 12.3) and assigned a value to each of the
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Table 12.3: Examples of answers given by participants in the naming study.
We show answers that are similar to the concept and answers that are dif-
ferent. For each answer, we present the value assigned to each word of the
concept, based on the quality of the answer – e.g. (3,3) is an exact match with
the concept and (0,0) is a fully incorrect answer.

similar different
answer value answer value

flag carrier - passport control (0,0)
growth rate time growth (3,0) hospital time (0,0)

packaging product gift wrap (1,0) privileged (0,0)
peace accord peaceful agreement (3,2) friendship (0,1)

power difficulty energy loss (2,1) sick planet (0,0)
risk disclosure searching error (1,1) blind (0,0)
security house home safety (2,2) locked (1,0)
balancing act - cool theatre (0,1)

cigarette market smoking population (1,1) smoking risks (1,0)
failure risk death risk* (0,3) toxic (0,0)

future power metaphysical energy (0,2) electricity* (0,1)
love song favourite songs (1,3) heart beat (1,0)

plane crash plane accident* (3,2) crash (0,3)
vehicle operation car maintenance (2,1) hospital (0,1)

business information press work (0,2) fax (0,0)
car factory industrial car (3,1) fuel company (1,1)
health risk pharmacy risk (1,3) death (morte) (0,1)

market depression chinese crying (0,1) baby boom (0,0)
risk assessment - flying money (0,0)
rumor control - security (0,1)
sugar harvest cotton candy (2,1) reward growth (0,0)

university center university (3,0) med school (1,0)

words of the blend concept: 3 if it was an exact match, 2 if the word
used is a synonym (“home” for “house”), 1 if the word used is related
(“musical” for “song”) and 0 if it is completely different or inexistent.
One example, for the blend growth rate the “time growth” is assigned
with the scores (3,0) as theword “growth” is an exactmatch but “time”
has little relation to “rate”. It is important to mention that for answers
in Portuguese these scoreswere assigned based on our translation. This
process is not without issues, especially when it comes to language
differences, e.g. in Portuguese the same word can be used for “home”
and “house”, resulting in a score of 3, but in English it would result
in a score of 2. Some participants only used one word in the naming,
which was often a clear reference to one of the emoji used in the blend.
This task involved assessing if the participants could identify the two
inputs of the blend based on the name assigned by them, and is in
line with the Unpacking Optimality Principle – related to the easiness
of reconstructing the inputs and the network of connections from the
blend (see Section 4.1.2).
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In general, most of the blends were not well perceived by the partic-
ipants – 13 concepts had more than 89% of the tests with no answer
or a score of 0 in at least one of the words, from which nine reached
100%. This number increases to 17 concepts (13 reaching 100%) if we
also consider tests with a score of 1 in at least one of the words. The
remaining five concepts were well perceived (scores ≥2) bymore than
25% of the participants – 52.63% for “plane crash”, 31.58% for “peace
accord” and “security house”, 28.57% for “love song”, and 26.67% for
“car factory”. It is worth mentioning that for one of the concepts (“fu-
ture power”) only eight in 22 participants were able to provide a name.
For some concepts, the bad results were due to one of the words – e.g
“university center” none of the participants was able to fully perceive
the concept but by observing Table 12.2 we can see that this was in
great part due to the word “center”, which no participant identified.

From analysing the blends, it is possible to conclude that there are
different kinds of mapping between emoji and concept. For example,
“car factory” is the only blend with a literal mapping – i.e. “car” is rep-
resented by a car emoji and “factory” by a factory one. Other concepts
(“security house”, “cigarettemarket”, “plane crash” and “vehicle oper-
ation”) are partially literal (only one word has a literal mapping) – e.g.
the blend for “cigarette market” uses a cigarette emoji (Fig 12.1). Some
blends (“love song” and “peace accord”) use well-known symbols for
both words – e.g. “love” being represented by a heart emoji (Fig 12.1)
– and others (“university center” and “sugar harvest”) use only in one
of the words – e.g. using a candy emoji to represent “sugar”(Fig 12.1).
From these nine concepts with less figurative word-emoji mapping,
only three (“vehicle operation”, “university center” and “sugar har-
vest”) are not included in the set of nine concepts with high under-
standing rates (Table 12.1). Interestingly, the five blends with best re-
sults in naming (marked with ⋆ in Table 12.2) are among these con-
cepts, which indicates that blends are easier to interpret when there
is a more close connection between the words and the emoji. All the
other concepts use more non-literal mappings – e.g. a crying face to
represent “depression” in “market depression” (see Fig 12.1).

Following these findings, we conducted a second analysis of the re-
sults of this experiment, focusing on the connection between the emoji
used in the blend (Fig 12.1) and the name assigned by the user. Our
goal was to study how the user perceives the blend and its constituent
emoji. In our analysis, emoji 1 is the emoji used to represent the word
1 and emoji 2 is the one used for word 2 – e.g. the house emoji in “se-
curity house” is used to represent word 2. For each test, we sought
to identify the type of mapping done by the user for each emoji (lit-
eral vs non-literal, figurative or symbolic or symbolic). In some cases,
an emoji is not represented in the name (e.g. giving the name ”crash”
for the “plane crash” blend indicates that there was an interpretation
of the explosion emoji but no use of the plane emoji) or an unrelated
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Table 12.4: Results of the perception study – for each emoji used in the blend
(i.e. word 1 matches emoji 1) it is shown the percentage of tests with answer
in which the participant had a literal interpretation (L) – e.g. hourglass emoji
interpreted as “hourglass”– a non-literal interpretation (N) – e.g. hourglass
emoji interpreted as “time” – and an unclassifiable interpretation (-), i.e. miss-
ing or unrelated.

emoji 1 emoji 2
L N - L N -

flag carrier 0,0% 47,4% 52,6% 57,9% 10,5% 31,6%
growth rate 5,9% 58,8% 35,3% 5,9% 52,9% 41,2%

packaging product 5,6% 55,6% 38,9% 83,3% 0,0% 16,7%
peace accord 0,0% 68,4% 31,6% 5,3% 52,6% 42,1%

power difficulty 5,3% 52,6% 42,1% 0,0% 47,4% 52,6%
risk disclosure 0,0% 38,9% 61,1% 5,6% 83,3% 11,1%
security house 0,0% 100,0% 0,0% 42,1% 15,8% 42,1%
balancing act 0,0% 22,2% 77,8% 0,0% 94,4% 5,6%

cigarette market 4,5% 77,3% 18,2% 0,0% 68,2% 31,8%
failure risk 0,0% 21,1% 78,9% 0,0% 89,5% 10,5%

future power 12,5% 25,0% 62,5% 12,5% 87,5% 0,0%
love song 19,0% 66,7% 14,3% 0,0% 100,0% 0,0%

plane crash 52,6% 31,6% 15,8% 15,8% 68,4% 15,8%
vehicle operation 31,8% 22,7% 45,5% 50,0% 31,8% 18,2%

business information 0,0% 50,0% 50,0% 20,0% 20,0% 60,0%
car factory 33,3% 6,7% 60,0% 20,0% 73,3% 6,7%
health risk 0,0% 66,7% 33,3% 0,0% 86,7% 13,3%

market depression 0,0% 0,0% 100,0% 36,4% 9,1% 54,5%
risk assessment 0,0% 14,3% 85,7% 50,0% 35,7% 14,3%
rumor control 0,0% 13,3% 86,7% 46,7% 33,3% 20,0%
sugar harvest 16,7% 50,0% 33,3% 41,7% 25,0% 33,3%

university center 0,0% 71,4% 28,6% 0,0% 0,0% 100,0%

interpretation occurs (e.g. the name “blind” for the blend “risk disclo-
sure”). The results can be observed in Table 12.4.

In the majority of the cases, the interpretation is non-literal for the
majority of the participants. However, for some emoji, there is a clear
tendency for a literal interpretation: emoji 2 of “flag carrier” (“passport
control” emoji) is often interpreted as a police officer; emoji 1 of “pack-
aging product” (“wrapped gift” emoji) is interpreted as “gift” by 15
out of the 18 participants who provided a name; and emoji 1 of “plane
crash” (“airplane arrival” emoji) is interpreted literally by 52.6% of
the participants. Such tendency is advantageous when the link emoji-
word is also literal (e.g. plane in “plane crash”) but it is troublesome
when this connection is more non-literal (e.g. in “packaging product”
the gift is used to represent “product”).



234 US E FULNE S S , P E RCE P T ION AND OVERALL ANALYS I S O F EMO J INAT ING

drink
water

guard
house

sense
danger

cold unicorn

Figure 12.4:Three blends for dogusing different related concepts (on the left),
and blends for cold and unicorn (on the right).

For 24 out of the 44 emoji used in the blends we were not able to
classify the interpretation of at least a third of the participants (either
amissing or an unrelated reference, values in column “-” in Table 12.4).

12.3 OVERALL ANALYS I S OF EMOJ INAT ING

In this part of the thesis, we described the implementation and evalu-
ation of Emojinating – a system that presents the user with visual rep-
resentations of concepts using emoji and emoji blending. First of all,
it is important to call the reader’s attention to the fact that our inten-
tion is not to generate emoji – we are well aware of emoji requirements
in terms of clarity and we do not want to further increase interpreta-
tion issues such as the ones identified byMiller et al. (2016). Our main
goal is to produce visual representations of concepts, using emoji as a
means and not an end-goal.

Overall, we consider that the representations obtained with Emoji-
nating are visually and conceptually interesting and often unexpected
(in a positive way), which is supported by the results of the presented
studies (e.g. the results obtained in the surprise assessment task of the
study described in Section 9.4.2).

The system is able to generate a wide variety of results, both with
the same emoji – e.g. rain man in Fig. 8.10 – and with different ones –
e.g. dog in Fig. 12.4 (left). The visual blending process produces blends
that represent the input concept and vary in terms of the degree of
conceptual complexity – the blends for dog (Fig. 12.4) are harder to un-
derstand than the one for man bat (Fig. 12.6). Moreover, the system is
able to make indirect connections, e.g. wine polo has a literal represen-
tation whereas the one for car is non-literal (Fig. 12.5), which can be
interpreted as “car is a fast way to die”.

Figure 12.5: Blend
produced for “car”

On the other hand, results are not always easy to understand. An
example of this is the set of results obtained when introducing the con-
cept dog (see Fig. 12.4). To propose blends for the initial concept, the
system makes connections to other concepts. In the case of dog, the
related concepts are: drink water, guard house and sense danger. Even
though all these make sense for describing dog, it is not easy to per-
ceive dog just by looking at them.
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world
peace

dinosaur 
park

true
blood

freedom
speech

man
bat

rain
cat

Figure 12.6: Examples of visual blends of double-word concepts

However, blends do not always make sense and, therefore, cannot in
some cases be considered representations for the introduced concept –
e.g. in one of the initial experiments of Emojinating, the concept unicorn
was extended to spiral horn, which then leads to a shell emoji (for spi-
ral) and a postal horn emoji (for horn), and results in the blend shown
in Fig. 12.4 (right). In other cases, the search for related concepts even
leads to opposite meanings. This results in the generation of blends
that do not represent the introduced concept but something that rep-
resents its opposite instead. One example of this is the blend for the
concept cold, in which a candle is represented (Fig. 12.4).

There is no doubt that the performance of the system is dependent
on the input emoji set and the semantic knowledge associated with it.
As such, it might generate interesting blends for some concepts and un-
interesting for others. Moreover, by using the ConceptNet Application
Programming Interface (API) we are also subject to updates on their
end, which may cause changes in the results of the system.

The main question that arises is whether visual blending can be con-
sidered suitable for concept representation in the case of Emojinating
(in line with research question A). The high coverage of the core con-
cept list is an argument in favour (see Section 8.2). However, when
analysing the usage of the system by participants some issues point
otherwise. First, the occurrence of emoji hiding – one of the emoji was
partially or even totally hidden – which is an exploit of the system
and does not make usage of visual blending (see Section 10.4.2). An-
other unfavourable result is the high occurrence of juxtaposition (Ta-
ble 11.6), which we consider as a poor type of blending, having lit-
tle gain when compared to a sequential positioning approach. Despite
this, there are certain cases in which juxtaposition has clear advantages
(e.g. the “dumpster fire” example given in Section 7.6.2).

On the other hand, the usage of replacement is a good indication that
the visual blending is useful.When analysing user drawings (obtained
in a Pictionary-like task), users tend to draw existing objects and use a
juxtaposition-based approach. Replacement often leads to non-literal
solutions, which normally require more complex reasoning from hu-
mans. As such, the system provides a quick way to present the user
with solutions that require such reasoning. These topics are indication
that different blend types have different advantages.
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The two advantages of the system are that it provides the user with
the possibility of choosing between different blend type solutions, of-
ten leading to more than one solution deemed good and that it follows
a multi-purpose approach, allowing the user to introduce any concept
without requiring changes to the configuration or extra data.

As far as co-creativity is concerned, one of the most used arguments
in favour of co-creative systems is their potential to foster users’ creativ-
ity (Karimi et al., 2018b; Liapis et al., 2016). The interaction with the
system allows the user to evolve solutions that match their preferences
and, at the same time, both the user and the system are constantly in-
fluencing the perception of one another, leading to novel ideas. The re-
sults obtained in the study described in Section 12.2 provide evidence
that this interaction leads to better solutions than the ones drawn by
the user alone. The potential of the system is even clearer if we consider
that in two cases participants who knew the concept were not able to
draw it and afterwards considered the blend as a good representation.

One last aspect that points towards the high complexity of using vi-
sual blending for concept representation concerns issues of perception.
Even though good results were obtained in the comparison of blends
with drawings, when assessing whether participants could perceive
the concept behind blends, results pointed in the opposite direction –
only five out of 22 concepts were well perceived by more than 25% of
the participants. This means that, despite being considered good rep-
resentations by their creators and participants who knew the concepts
behind the blends, people with no prior information could not guess
the concepts in most of the cases. At first, one would say that this indi-
cates that visual blending is not adequate for concept representation.
However, when analysing drawings by users, it is easy to point out
that most of them are visually more complex than most blends, some
of the drawings are non-literal and make use of a related concepts, e.g.
drawing a serenade to represent “love song”. Furthermore, upon ask-
ing participants to draw representationswe also asked them to provide
a description of their drawing. On a quick analysis, we notice that some
of the descriptions are long, which points towards complexity of repre-
sentation. Based on these facts, we believe that issues of interpretation
do not entirely rely on the efficiency of visual blending but also on the
easiness of representation – e.g. representing “risk disclosure” is much
harder than “love song”. As such, we anticipate that the interpretation
of drawings would also be a difficult task. In order to further analyse
the perception and interpretation of drawings and blends, more stud-
ies are necessary.

12.4 SUMMARY

In this chapter, we summarised the development of Emojinating, high-
lighting some of the differences between versions. Then, we focused
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on two topics related to the production of visual blends: usefulness and
perception. We conducted a user study to address these topics and the
results indicate that blends are easier to interpret when there is a closer
connection between the words and the emoji. Moreover, the results
showed that the perception of blends is not always easy but that there
are benefits of using Emojinating to produce visual representations of
concepts, helping in ideation and creativity fostering. We ended the
chapter with an overall analysis of Emojinating, discussing some of its
key aspects, especially in regards to the representation of concepts.





Part IV

GLYPHS , F LAGS AND OTHER EXPLORAT IONS

The visual representation of concepts is an open-ended and
multi-purpose task. So far, we have mostly devoted our at-
tention to the generation symbols based on the combina-
tion of two words. In this part of the thesis, we explore
other applications that are based on the work that we pre-
sented in the previous chapters. We start by describing an
approach to use the emoji retrieval component of Emojinat-
ing in the context of information visualisation. Then, we
change our focus from icon-like symbols to another type
of symbol: flags. We describe a system that produces flags
that represent trending topics inferred from news sources.
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In the previous part of the thesis, we have described Emojinating, a sys-
tem that uses visual blending of emoji to visually represent concepts.
In this chapter, we address the potential application of part of Emoji-
nating’s approach for visualisation purposes.

In this chapter, we outline an approach based on the emoji searcher
component (described in Section 8.1.2) to automatically generate data-
related glyphs. First, we highlight how emoji are suitable for data vi-
sualisation due to their conceptual coverage and to the existence of
Scalable Vector Graphics (SVG) emoji datasets. Then, we assess the per-
formance of our approach by comparing generated glyphs with exist-
ing ones and estimate its usefulness in representing datasets used by
other authors.

The approachdescribed in this chapter is only partially implemented,
as it is based on Emojinating’s components. Nonetheless, ourmain goal
is to demonstrate the potential of the approach, rather than to have a
fully functional implementation.

This chapter is based on the work presented in the paper by Cunha
et al. (2018).

13.1 CONTEXT

In the context of information visualisation, data glyphs are used for
the representation of multidimensional data (Chernoff, 1973). Glyphs
can be described as composite graphical objects that use their visual
and geometric attributes to encodemultidimensional data bymapping
each dimension of data point to the marks of a glyph (Anderson, 1957;
Wittenbrink, Pang, and Lodha, 1996).

There are different kinds of data glyphs with varying designs and
conceptual diversity. Some glyphs are abstract, e.g. polygon glyph (Li,
Li, and Zhang, 2015), and others have an iconic nature, e.g. faces, cars,
or even flowers. When considering iconic glyphs, they can be unrelated
to the data thematic (e.g. a face glyph representing forest fires data) or be
related in a literal (e.g. a face glyph representing data on facial features)
or a figurative way (e.g. a face glyph representing non-facial anthropomet-
ric data). Also, a variety of surveys about data glyphs and their usage
have been published in the recent years (Borgo et al., 2013; Fuchs et al.,
2017).

In this chapter, we base our work on one type of glyph: Chernoff faces
(Chernoff, 1973). This type of glyphs encodes multidimensional data
using facial features such as the length of the nose, the orientation of
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the eyebrows, the shape of a mouth, among others. One particular fea-
ture of Chernoff faces, which originated other alike glyph designs, is
its resemblance with a human face. Although this kind of glyphs per-
forms poorly in terms of response time, aswell as the accuracy of glyph
decoding, when compared to other existing glyphs (Lee, Reilly, and
Butavicius, 2003), the metaphoric projection and analogy with faces
make Chernoff faces a powerful tool for conveying complex data.

In general, using glyphs related to the data is said to have percep-
tual advantages, which leads to easier interpretation and better accu-
racy (Siirtola, 2005). In addition, some authors justify the usage of cer-
tain glyph designs with reasons related to human aptitudes, such as
the ability to easily recognise faces, e.g. face glyphs (Chernoff, 1973), or
to visually discriminate natural shapes, e.g. leaf glyphs (Fuchs, Weiler,
and Schreck, 2015). For these reasons, several authors not only argue
in favour of data-related glyphs but also point out that it would be ad-
vantageous for a glyph-based visualisation tool to have different types
of glyphs, which could be chosen by the user and allow a better match
to the data (e.g. Siirtola, 2005).

Such a tool is normally considered difficult to implement, as it would
require a large repository of glyphs prepared for data representation.
Considering repositories such as image banks falls short, as images,
due to their pixel-based nature, are often unsuitable for variation ac-
cording to data. These requirements partially align with the ones iden-
tified for concept visual representation (described in Section 4.3).

On the other hand, we believe that emoji have several properties
whichmake them adequate for this task.We previously analysed these
properties in Section 7.6.3. As such, we describe an approach to use
emoji in a visualisation tool.

13.2 RELATED WORK

In the 1990s and the beginning of the 2000s there was increasing inter-
est in intelligent or “smart” graphics, usually referred to as automatic vi-
sualisation (Casner, 1991; Iizuka et al., 1998; Petajan et al., 1997). This ap-
proachmostly consists of a rule-basedmapping between graphical ele-
ments and data type accompanied with additional underlying mathe-
matical statistics, which are used to summarise the data. Automatic vi-
sualisation is efficient to get a first impression of the data. However, the
disadvantage of this approach is the fact that automatic visualisation
is just statistical projections on visualisation artefacts. It is extremely
difficult to extract any insight or high-level information from such pro-
jections.

One example of automatic visualisation is AutoVis tool, developed
byGraham and Leland (Wills andWilkinson, 2010). Given the dataset,
the system decides how to appropriately visualise it based solely on
visualisation theory and without presupposing a predefined visuali-
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sation model. The overall strategy for selecting proper graphical ele-
ments is based on the Grammar of Graphics introduced by Wilkinson
(2006). The system uses a prioritising mechanism to select the most
“interesting” views to display, which is similar to Google’s Page Rank.
Finally, the visualisation utilises statistical methods to find relation-
ships in the given data, and represents it using a graph model, accom-
panied with simple graphics (e.g. area charts, bar charts, box-plots,
etc.) that summarise computed statistics.

Another example of automatic visualisation is the work of Mackin-
lay, Hanrahan, and Stolte (2007). The tool, called Show Me, integrates
a set of user interface commands that enable the automatic generation
of tables of views for multiple fields in the dataset. Provided with the
specified rows and columns the tool automatically selects Mark Type –
graphical element (e.g. bar, line, shape, etc.) – and View Type – graph-
ical methods to represent data (e.g. scatter plot, bar chart, etc.). The
decision is made based on the predefined rules, which result from –
“best ways of producing charts and graphs”. Finally, each additional
command can yield a particular type of view. Likewise, our approach
is intended for the production of data glyphs based on the query that a
user performs, or based on the data, in particular meta-data, provided
to the system.

13.3 APPROACH

This work builds upon the previously described Emojinating system
(Section 8), in which emoji are automatically retrieved to be used to
visually represent concepts introduced by a user. As described in Sec-
tion 8, Emojinating has three components: (i) Concept Extender (uses
ConceptNet to search for related concepts to a given one), (ii) Emoji
Searcher (searches for existing emoji semantically related to a given sin-
gle-word or double-word concept), and (iii) Emoji Blender (produces
blends by visually blending emoji). In the context of this chapter, we
use the Emoji Searcher and the Concept Extender.

The Emoji Searcher component takes words as input and retrieves
emoji that are semantically related to them, using semantic data from
EmojiNet (Wijeratne et al., 2017b). By using these two components to-
gether, we are able to obtain emoji that are directly related to an in-
troduced word – emoji that matches the word – or indirectly related
– emoji that match words that are related to the introduced one, re-
trieved by the Concept Extender component. This allows the retrieval of
emoji that can be used as glyphs for an introduced thematic.
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Figure 13.1: Different functioning modes

13.3.1 Functioning Modes

Emoji can be used as data glyphs in different ways, depending on data
type, more specifically on the semantics of given data. We considered
three functioning modes (see Fig. 13.1):

a) Glyph as single emoji: the emoji is used as a glyph and the indi-
vidual shapes, in which it can be decomposed, are seen as visual
variables. In such cases, the user obtains possibilities of glyphs
for the introduced thematic (e.g. car thematic on the left side of
Fig. 13.1). Similar to Chernoff faces, in this mode the applied data
variables can be both categorical or numerical;

b) Glyph as a set of emoji: the user does not introduce a single the-
matic but several categories. Emoji are retrieved for each cate-
gory and they are used as a set. One example is a weather map,
in which each type of weather is represented by a different icon
(e.g. sunny, rainy, etc.). This mode is intended to be related to
categorical data;

c) Glyph as a combination of emoji parts: similar tomode b butwith
the difference that the emoji for each category are merged into a
single glyph, and the visual variables are not used in a continu-
ous way, but in a combinatory one. In such cases, there is a high
amount of shared features among the emoji for each category.
The parts that change are identified and separated (e.g. in Fig.
13.1 for the happy category only the mouth is different from all
the other emoji).

In all three modes, the user introduces a topic and receives emoji
that represent it. These emoji are then transformed (mode a), used by
replacement (mode b) or combined (mode c). The modes are related to
the type of data: mode a will be used for numerical data, whereas for
situations in which there is only categorical datamodes b or cwill most
likely be preferred. In mode a categorical visual variables may consist,
for example, in colour variation (e.g. the colour of a car glyph).
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13.3.2 Architecture

Even though our purpose is to only demonstrate the potential applica-
tion of our approach in Information Visualisation, we describe the ar-
chitecture of the system. The proposed approach would follow a four-
step pipeline:

1. Topic identification: this step consists in the identification of the
topic to be searched. The topic is provided by the user and is used
to gather emoji to be glyph candidates. Depending on the type
of data, the introduced topic may be a thematic (e.g. functioning
mode a, described in subsection 13.3.1) or categories of the data
itself (e.g. functioning modes b and c).

2. Glyph generation: after gathering candidates to be glyphs, these
are filtered (removing inadequate ones) and the remaining ones
are prepared to be used in the visualisation. This step can be di-
vided into the following tasks: (i) emoji deconstruction, (ii) iden-
tification of visual variables.

3. Configuration by the user: the system presents the user with
glyphs, their possible visual variables and suggested variation
limits. Then the user is able to configure the assignment of vi-
sual variables, as well as, establish the variation limits, with the
help of the suggestions of the system.

4. Setup of the display: configuring the final view of the visualisa-
tion, i.e. how the glyphs should be organised. Two examples of
this are a grid layout or positioning according to a given param-
eter (e.g. positioning glyphs in a map according to geographic
locations).

13.4 D I SCUSS ION

This section provides a discussion of the possible outcomes of the ap-
proach. The analysis is divided into different sections: (i) comparison
with existing data glyph types (faces, cars and flowers), (ii) results for
dataset thematics used by other authors, and (iii) open issues.

In order to analyse the potential of our approach in terms of useful-
ness in Information Visualisation, we compared it with existing glyph
techniques. To do this,we conducted a bibliographic research that used
the systematic review on glyphs by Fuchs et al. (2017) as a starting
point (later extended to other papers).We focused our search on iconic
data glyphs and collected a total of 40 research papers. These were
analysed and 13 were discarded as we considered that the glyph used
was too abstract. For the final selection, we collected the following in-
formation: type of glyph(s) used (e.g. car), number of total glyph vi-
sual variables, number of visual variables used, thematic of the dataset
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(17): hair shadow, hair width, 
hair height, eyes orientation, 
eyes size, eyes v. pos, eyes 
separation, nose size, nose 
orientation, nose v. pos, mouth 
size, mouth orientation, mouth v. 
pos, head width, head height, 
hair colour and skin colour. The 
eyes can be used independently.

glyphs

deconstruction

examples

face, man car flower

(10): car width, car height, 
angle, hood, trunk, roof, wheel 
size, slant, windows size and rim 
size. Wheels, windows and rims 
can be used independently.

(4): stem size, number of petals, 
number of leafs and rotation of 
the flower.

visual 
variables

existing

Figure 13.2: Examples of data glyphs obtained with our system, their decon-
struction, usage examples, list of possible visual variables and comparison
with glyphs used by other authors – face (Flury and Riedwyl, 1981), car (Si-
irtola, 2005) and flower (Chau, 2011).

used and data variables represented. In this chapter, we present some
examples to illustrate our study.

In current approaches, data glyphs are either used of-the-shelf or
custommade for the visualisation at hand. In comparison, our approach
aims at providing a multipurpose way of generating glyphs, without
previously defined thematics.

On a general level, this approach allows the user to get emoji that
represent the introduced topic. It would lead to a system that can pro-
vide the user with several emoji options that are easy to prepare for
a visualisation task, due to their layered structure. The system can be
implemented as semi-automatic, by making the user responsible for
configuring the visualisation.

The approach described in this chapter is partly implemented as it
is based on components from Emojinating, with which it is possible to
retrieve emoji for introducedwords. The examples of glyphs presented
in this chapter were automatically gathered using the system.
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13.4.1 Comparison with existing glyphs

The first analysis that we consider important to be performed has to do
with the generation of glyph types that have been often used in Infor-
mation Visualisation. In our bibliographic research focused on iconic
glyphs, we were able to identify three glyph types that we considered
as benchmarks: face, car and flower. We used our system to obtain emoji
that were similar to these glyph types and compared them (see Fig.
13.2).

The analysis of the glyphs produced by our system was focused on
overall visual representation, the number of visual variables and the
easiness of variation. The number of possible visual variables can be
estimated by decomposing the emoji into its individual shapes. De-
spite that, in some cases, the shape can be partially hidden or too small
to apply transformations in a perceptible way and without influenc-
ing other shapes. Each shape can vary in terms of location, size, orien-
tation, colour (hue, value and saturation), texture, among others. Obvi-
ously, some shapes may be more suitable for some of the transforma-
tions – e.g. a colour or texture variation in a very small shape will most
likely have a very reduced effect on the perception of change. We esti-
mated the number of visual variables for each of the glyphs obtained.
The comparison with existing glyphs addressed two topics: visual ap-
pearance of the glyph and the number of visual variables.

13.4.1.1 Faces

There are different versions of the face glyph, which vary in terms of
number of visual variables – from four in the work from Nelson et al.
(1997) to 32 in the work from Flury and Riedwyl (1981) – and in terms
of realism. Our system is able to produce different candidates to be
used as face glyph, which visual differ among each other (e.g. not all
have hair or the inner shape of the eye). We are able to produce a face
glyph with 17 visual variables. Despite this value being very distant
from the one from Flury-Riedwyl face glyph, which has 32 (Flury and
Riedwyl, 1981), in themajority of the analysed papers that employ face
glyphs less than 15 visual variables were necessary to represent the
data.

13.4.1.2 Cars

Concerning the car glyph, we are able to produce emoji with as many
visual variables (10) as the ones fromexisting car glyphs (Siirtola, 2005).
We are also able to present the user with different versions (i.e. dif-
ferent types of cars), which have a higher number of visual variables.
When comparing the appearance of our versions with the one from
Siirtola (2005), ours can be considered more realistic.
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13.4.1.3 Flowers

Two different versions of the flower glyph currently exist: one with a
stem (3-4 visual variables) (Chau, 2011; Zhu, 2002) and one with just
a flower shape (3 visual variables) (Li, Li, and Zhang, 2015). Both im-
plementations use functions that automatically produce any number
of petals. As our approach uses emoji previously drawn, such visual
variationwould require a custom implementation. Despite that, we are
able to match the number of visual variables of existing flower glyphs.

Overall, we are able to obtain a similar number of visual variables to
the ones from existing glyphs and we consider our versions more vi-
sually appealing. Moreover, whereas implementation using functions
allows greater flexibility, our approach allows a higher variability of
glyphs.

13.4.2 Thematic representation

In our investigation, we collected the thematics of all the datasets rep-
resented by the analysed papers (Fig. 13.3) and used our system to
produce glyph candidates for them. This allowed us to assess the per-
formance of the system in suggesting data-related glyph candidates.

The majority of the analysed papers used unrelated or metaphoric
glyphs to represent the data, e.g. representing fires with a leaf (Fuchs,
Weiler, and Schreck, 2015). With our system, we were able to obtain
data-related candidates for all the thematics, ranging from literal (e.g.
a fire icon to represent fires) to metaphoric (e.g. a magnifying glass to
represent Google search results).

The system is able to generate several possible glyphs for the same
thematic. For example, for the thematic fire, we obtained four different
candidates – going from literal (flame) to non-literal (fire truck) – with
a different number of possible visual variables.

13.4.3 Overall Analysis and Open Issues

The glyph candidates obtained with the system vary visually and in
terms of structure (e.g. face has specific locations for the eyes, mouth
and nose; a flower has a different behaviour related to the positioning
of petals). This leads to some issues that require further analysis.

13.4.3.1 Transformation

This structural difference affects the way transformations are applied.
As alreadymentioned,whereas current glyph techniques use functions
in glyph construction, we use previously designed emoji and the trans-
formations are mainly done using distortion of existing shapes. As
such, basic geometric transformations like scaling and translation are
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Forest Fire
[Fuchs 2015]

Seeds
[Fuchs 2015]

Swiss-banknote
[Hamner et al. 1987]

Classical Music 
[Chan et al. 2010]

Psychiatric patients 
[Mezzich & Worthington 1978]

Investment in education 
[Li et al. 2015]

Investment in education 
[Li et al. 2015]

Google search results 
[Chau 2011]

Temperature / pressure 
[Casey 1987]
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[MacGregor & Slovic 1986]

Twins 
[Flury & Riedwyl 1981]

Crime 
[Nelson et al. 1997]

Toxic substances 
[Brown 1985]

wordglyph thematic wordglyph thematic

Figure 13.3: Glyphs obtained for dataset thematics used by other authors
(Brown, 1985; Casey, 1987; Chan, Qu, and Mak, 2010; Chau, 2011; Flury and
Riedwyl, 1981; Fuchs,Weiler, and Schreck, 2015; Hamner, Turner, and Young,
1987; Li, Li, andZhang, 2015;MacGregor and Slovic, 1986;Nelson et al., 1997).

easy to apply but complex transformations like duplication of shapes
(e.g. flower petals) require custom implementation.

Some shapes may be more suitable for some of the transformations
than others. These aspects should ideally be analysed for each glyph
candidate and should be taken into account in order to define transfor-
mation rules to automatically suggest variation types and ranges.

13.4.3.2 Variation limits

Ideally, the system should be able to automatically assess and suggest
suitable ranges for each visual variable. To estimate these limits, it is
necessary to develop methods for analysing shapes, identifying points
of contact and overlaps.

13.4.3.3 Salience and Complexity

Some glyph characteristics will be difficult to assess due to the high
variety of results. One example is the salience difference among visual
variables of a glyph, i.e. some elements aremore important than others
in perception (De Soete, 1986). Another issue has to do with the com-
plexity degree: some glyphs are very simple and others aremuchmore
complex (e.g. in Fig. 13.3 fire is simple and education is complex). This
makes it necessary to further study the impact of glyph complexity
on perception and interpretation. The analysis of these characteristics
would be impossible to do for every glyph and, as such, different ap-
proaches should be followed (e.g. assessing salience using pixel-based
difference calculation and limiting the system to simpler emoji to avoid
complexity).

Despite these open issues, in our opinion themajor advantage of our
approach is the automatic proposal of data-related glyphs, which we
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believe can be achieved with our approach. It is also important to men-
tion that different emoji datasets exist, thus more glyph possibilities.

13.5 SUMMARY

In this chapter, we presented an approach that uses two of the com-
ponents developed for Emojinating (the Emoji Searcher and the Concept
Extender) in the context of InformationVisualisation. The approach has
the goal of presenting the user with emoji that can be exploited as data
glyphs for data visualisation purposes. We demonstrate the potential
of the approach by comparing existing glyphs with emoji that can be
obtained for the same thematic.
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This chapter introduces flags as symbols that are associated with mul-
tiplemeanings.We start by describing relatedwork and presenting the
characteristics of flags that make them interesting for this thesis.

Then, we propose the possibility of using a flag to represent changes
that occur in short timeframes.Wepresent a system that generates flags
based on trending topics of countries, retrieved from real-time news.
These topics are used to drive a process of visual blending that alters
the original flag of the country. In this sense, the produced flags can be
seen as visual representations of the current “mood” of the country.
We assess the impact of generated flags by conducting a user study,
focused on perception and interpretation.

This chapter is based on the work presented in the papers by Cunha,
Martins, and Machado (2020b) and Cunha et al. (2020c).

14.1 CONTEXT

Flags are among the symbols of a nation that help the formation and
maintenance of a national identity (Elgenius, 2011), both internally –
among its citizens – and externally – keeping a coherent sense of one-
ness in the perception by other countries and entities. This process of
maintaining a collective identity is described as an “ongoing, dynamic
process in which historical symbolic meanings are constantly recycled,
actualised, challenged, renegotiated, and reconfirmed” (Geisler, 2005).

Changes that occur in a country throughout history are often re-
flected in the design of its flag, whose elements bear meaning and are
part of the country’s culture. In the past, the dissemination of these
changes was slow and of limited access. As such, modifications to the
design of a flag are normally sporadic and, inmost cases, a flag remains
unchanged for long periods.

By looking at country flags one can easily identify similarities among
them,whichpoint to howdifferent flags influenced each other through-
out history (Healy, 1994). The exploration of this relational character
is observed in imaginary scenarios, for example, an alternate universe
in which Nazi Germany and Imperial Japan won World War II, which
is depicted in the Amazon’s mini-series The Man In The High Castle,
based on Philip K. Dick’s novel of the same name (Dick, 1962). The
series shows the design of fictional flags for an America ruled by Nazi
and Japanese forces, which resemble the original flags (Heller, 2015).

Going beyond the reflection of its evolutionary path, a flag exerts its
most significant role as ameans of conveying the intended image of the
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entity that it stands for. One example is the design of a new European
Union flag by RemKoolhaas based on the essence of the European pro-
ject as a joint effort of different nation-states, each with its own iden-
tity but together contributing to a plural identity of EU.1 The redesign
resulted in a barcode-style flag featuring the colours of EU countries,
transmitting the idea of individual identities and simultaneous advan-
tages of acting together.

On the other hand, the sense of identity also has fragilities. The value
of one’s identity makes it so that it is often prone to exploitation and
manipulation, for example by the misappropriation of flags. The Dou-
ble Standards project (Pater, 2012) investigated 59 seajacked ships that
mask their owner’s nationality by purchasing a “cheap flag” from an-
other country to avoid taxes and environmental regulations. Such ex-
amples highlight how volatile an identity can be, especially in a time
when individual identity loses power to the growing advances of glob-
alisation. Moreover, in addition to this dissolution of individuality, in
the current society characterised by constant change, the idea of an im-
mutable identity becomes more and more questionable.

This sense of fluid identity is explored, for example, in the project
Net.flag (Napier, 2002),which is based on the idea of an “ever-changing
flag of the Internet” that anyone can alter upon visiting its website. In
our opinion, these issues are ground for an important discussion on
how the identity of a nation is represented by its flag and on the im-
pact brought by changes in this national symbol.

Another interesting project involving changing flags is the brand
identity for the Westman Islands nation (an invented hacker micro-na-
tion) designed by Mariagloria Posani, Giulia Ponzetta and Emanuele
Sciolto (Guida, 2014). For this identity, a “flexible” flag was designed
to react to sound volume and tone variations, causing a series of pixels
to rearrange, generating different versions.

Our society has now easy access to global information, which results
in a sense of constant change. One can question whether a nation only
possesses an identity or, based on this constant change, if it can also be
assigned what we refer to as “mood” – i.e. what is happening in the
country at the moment. This concept is aligned with a flag campaign2

that was made for Grande Reportagem Magazine in 2005, in which the
meanings of seven flags were changed based on shocking facts about
the country. As such, the following question is posed:

Can the “mood” of a country be represented in its flag?

With this question, our goal is to explore how flags can be used to
visually represent concepts.

1 oma.eu/projects/eu-barcode
2 creativecriminals.com/print/grande-reportagem/flags

http://oma.eu/projects/eu-barcode
http://creativecriminals.com/print/grande-reportagem/flags
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14.2 RELATED WORK

Flags are normally custom-made and designed using elements that
have meanings assigned to them. Nonetheless, more systematic strate-
gies can also be used to produce flags. One strategy consists in gener-
ating flags from scratch using a pre-defined grammar.

For example, in the year 2000 Arjan Groot founded the organisation
Universal Authority for National Flag Registration (UNFR) (Groot, 2000),
which developed a flag coding system by analysing the colours and
patterns of existing flags. In this system, a flag is composed of: (i) a
background colour, (ii) a pattern in any of the other six colours, or
a combination of patterns, and (iii) an optional symbol in one colour.
This systemnot only indexed UNmember countries but produced thou-
sands of unclaimed flags. Another example is the web app Scrontch’s
Flag Designer3 by Lars Ruoff, which allows the user to produce flags
based on a grammar with three element categories: division (12 differ-
ent types of flag division, for example three horizontal stripes); over-
lay, which controls the presence/absence of a shape element (the user
can select from 11 different shapes, e.g. square on the top left quad-
rant); and symbol, which is positioned either centred on the flag or in-
side the overlay element (the user can select from a set of 17 different
symbols, e.g. an eagle icon). In addition to the selection of the element
for these three categories, the user can also select colours for them (8
different colours). It has also the option for random generation and
export of the final result. Similarly, Whigham, Aldridge, and Lange
(2009) defined a “flag language” – composed of basic elements (e.g.
background) and functions (e.g. clipping) – and used an interactive
evolutionary approach to produce new flags.

Another way of producing flags is by combining existing ones – i.e.
visual blending. Examples of visual blending of flags are: the proposed
EU flag by Rem Koolhaas,4 which uses a barcode style featuring the
colours of EU countries; the fictional flags designed within the con-
text of The Man In The High Castle (Dick, 1962) by merging existing
ones (Heller, 2015); or the combination of two flags using a masking
technique to represent nationality deception by ships seajacked by So-
mali pirates5 (Pater, 2012). There are several computational systems
that use a visual blending approach to flag production. For example
Net.flag, a project commissioned in 2002 by the Guggenheim Museum,
is an online flag editor in which flags can be produced by removing or
adding elements belonging to existing flags (Napier, 2002). It is pre-
sented as having an “ever-changing flag of the Internet”, which any
website visitor can alter. Similarly, the project Atlas of Potential Nations:
Computationally Designed Nations, developed by Emblemmatic, produces

3 flag-designer.appspot.com/
4 oma.eu/projects/eu-barcode
5 www.doublestandardsofpiracy.org

http://flag-designer.appspot.com/
http://oma.eu/projects/eu-barcode
http://www.doublestandardsofpiracy.org
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names and flags for new nations by combining the existing flag ele-
ments. As the project website6 describes, the systemusesMarkov chains
and context-free grammars. In addition to these projects, there are also
Twitter bots that generate flags – e.g. the Flags Mashup Bot7 mixes exist-
ing flags by applying the colours of one flag to the elements of another;
or the FlagBot8 produces new flags by putting together elements of sev-
eral existing flags and changing their colours.

From all these examples of flag production, none seems to explicitly
explore what we consider the most relevant aspect in flag generation:
the meaning of the flag. Nonetheless, it is clear how a flag can be used
to encompass several meanings and how visual blending is prone to
be used to produce new flags.

14.3 IMPLEMENTAT ION

Flags can be analysed in multiple ways – e.g. in terms of complexity,
colour, similarity, among other criteria.9 Regarding an analysis of a sin-
gle flag, three aspects have a central role:

1. structure, i.e. how it is divided, what elements it includes, etc.;

2. meaning associated with its elements;

3. what the flag symbolises, e.g. a national flag represents a nation.

However, approaches to flag generation mostly focus on structure
and give little attention to the other aspects. Our approach combines
the three while giving special emphasis to the meaning of the flag ele-
ments, using it to change what the flag represents.

More specifically, our goal is to represent what we refer to as the
“mood” of the country. The concept of “mood” is based on the expres-
sion I’m in the mood for [something], which is normally used in associ-
ation with feelings that do not last long. To achieve this, we use the
flag of a country as the starting point and apply changes according to
real-time data about the country.

This approach leads to three main questions that need to be ad-
dressed: (i) “where to get the necessary data?”, (ii) “how to apply
changes to the flag in a way that they make sense?” and (iii) “how
to present the results to the user?”. In this section, we describe the im-
plementation of a system called Moody Flags and we explain how we
dealt with each of these questions.

6 emblemmatic.org/atlas/
7 twitter.com/FlagsMashupBot/
8 twitter.com/FlagBot1
9 flagstories.co

http://emblemmatic.org/atlas/
http://twitter.com/FlagsMashupBot/
http://twitter.com/FlagBot1
http://flagstories.co
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Figure 14.1: Example of the data collected for the Cyprus flag. The figure
shows the id assigned (e.g. cy-island), a description (“copper island”) and
meanings (M stands for general meaning, MC for the meaning of colour and
MS for the meaning of shape).

14.3.1 Flag dataset

The first issue to address had to do with obtaining the necessary data
for flag generation. By searching existing projects on flags, we were
able to find sources of three kinds of data: visual, e.g. a dataset of
Scalable Vector Graphics (SVGs) of flags (flag-icon-css10); semantic, e.g.
the Net.flag11 project (Napier, 2002); and about flag structure, e.g. the
platform Flag Identifier12 (Sarajčić, 2007). Data on flag structure is very
useful for generating new flags from scratch. In contrast, when pro-
ducing flags by transforming existing ones, the most useful types of
data are semantic and visual. Since we could not find any dataset that
associated both types of data, we decided to produce one.

As starting point, we used version 3.3.0 of flag-icon-css SVG dataset,
which contains 257 flags. However, image files of the original dataset
were not properly structured nor had they proper layer identification.
For this reason, we produced a new version of the dataset, in which
we organised the layers into groups according to flag structure and as-
signed the ids to the layers. This allows not only the replacement of
individual shapes but also groups. For each element of a flag, we col-
lectedmeanings on colour, shape and overall meaning (see example in
Fig. 14.1), from four main sources: the project Net.flag, the book Com-
plete Flags of the World (Wills, 2008), Wikipedia flag pages and “Mean-
ing of [...] flag” posts on Reddit.13 This process mostly involved reduc-
ing long descriptive sentences into keywords. To establish a correspon-
dence between visual and semantic data, we used the ids assigned to
the layers of the SVG files. Due to its time-consuming character, the SVG
structuring and meaning collection is still an ongoing task. As of this
moment, 117 SVG flag files have been structured – these can already be
used as base flags in the generation. From these flags, 76 already have
all their elements with meanings in the semantic dataset and 17 only
have some.

10 github.com/lipis/flag-icon-css/
11 netflag.guggenheim.org
12 www.flagid.org
13 www.reddit.com/r/vexillology/comments/2yd77z/

http://github.com/lipis/flag-icon-css/
http://netflag.guggenheim.org
http://www.flagid.org
http://www.reddit.com/r/vexillology/comments/2yd77z/
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14.3.2 Generating flags

As mentioned earlier, there are several ways of producing flags. How-
ever, one of our main goals was to be able to maintain the resemblance
with the base flag, allowing the identification of the country. For this
reason, our system was grounded on two base assumptions: for each
flag production, an existing flag would be given as input and the trans-
formations should not go beyond the point in which the original flag is
not recognisable anymore – i.e. the produced flags should not be seen
as a totally new flag but as a transformation of the original one. This
is also motivated by principles of good flag design – “Keep It Simple”
(Kaye, 2001) – aiming for small changes and reducing complexity.

At a first stage, the process of producing flags involves the search for
elements that match a query word, which are then used to transform
the original flag. The search is conducted in three different places: ex-
isting flags, a dataset of colour names and emoji.

14.3.2.1 Existing flags

Wementioned earlier that structured SVGs could be used as a base flag.
However, only flags with associated semantic information can be used
to obtain elements to use in the transformation process. This is due
to the fact that the search for the input word is conducted using the
semantic information – it searches for elements that have the word in
their associated meanings. A random selection is then conducted to
select a replacement element and a replaced one. Then, the way the
blend occurs depends on where the query word is found: if it is in the
overall meaning, the full replacement element is used; if it is in the
shape meaning, only the shape is used and the colour of the replaced
element is applied to it; if it is in the colour meaning, only the colour
of the replacement object is applied to the replaced one. All in all, only
522 different words exist in all the collected meanings. This number
is not very high when considering that any word can be queried. To
increase the chances of successfully finding the query word, we added
two other sources of information – emoji and a dataset of colour names.

14.3.2.2 Colour

As described in Section 2.3, colour can be used to achieve different per-
ceived meanings when generating symbols to represent a given con-
cept. For example, in the website Moodjam14 the user keeps a record of
daily moods using colours.

We use colour to increase the conceptual reach of the system. To pro-
duce a colour name dataset, we extended the dataset color-name-list15

14 moodjam.com
15 github.com/meodai/color-names (dataset with 18,264 named colours)

http://moodjam.com
http://github.com/meodai/color-names
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by merging it with a list belonging to the ntc.js16 library. In 1308 of the
colours, either the hexadecimal value or the name was already on the
color-name-list list; 215 colours were already on the list with the same
name; and only 43 were added to the list (new hex code and nonexis-
tent name). From the resulting colours, we extracted the ones that had
names of only one word (e.g. Tomato colour), which resulted in a list
of 3476 colours. The query word is searched in this list and, if found,
the colour is applied to the replaced element.

14.3.2.3 Emoji

Emoji are associated with semantic knowledge, as described in Chap-
ter 8. Our position is that this association can be exploited for the visual
representation of concepts. This position is the base for the develop-
ment of the Emojinating system (see Chapter 8). For the implementa-
tion of Moody Flags, we again take advantage of the emoji connection
between visual and semantic data.

By having Emojinating as inspiration, we decided to add Emoji as a
third source of semantic information for the queryword to be searched
in. To do so, we use the dataset EmojiNet – a machine-readable sense
inventory with data on 2389 emoji (Wijeratne et al., 2017b) – in combi-
nation with emoji SVG images from Twitter’s Twemoji17 dataset. When
finding emoji that match the word, the system uses them as replace-
ment as follows: if the flag already has a symbol, the symbol is replaced
by the emoji; if not, the emoji is added on top of the flag, centred ac-
cording to a randomly selected element and scaled to fit its bounding
box. If the selected element is a triangle, the emoji is scaled a second
time for aesthetic purposes.

14.3.3 “Ever-changing” flags

The Net.flag project is described as an “ever-changing flag of the In-
ternet”, which anyone could alter upon visiting the website (Napier,
2002). This concept is related to our approach, questioning the idea of
a flag as an object with static nature. The notion of “mutable flag” gains
even more significance when combined with a sense of reactivity. We
use the term “reactive” (Richardson, 2017) to characterise something
that changes according to external input, as defined by Martins et al.
(2019c) in the context of Dynamic Visual Identities (DVIs):

DVI automatically reacts to external input. A data-driven pro-
cess is used to autonomously design one or more elements of the
VI system. The use of input data (...) enables the VI to become
autonomous and alive.

16 chir.ag/projects/name-that-color (dataset with 1566 colours)
17 github.com/twitter/twemoji

http://chir.ag/projects/name-that-color
http://github.com/twitter/twemoji
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Reactivity in the context of visual identities is especially relevant for
ourwork as they belong to the visual domain and are related to the con-
cept of “identity” of an entity. One example is the identity of the event
House of Visual Culture by Edhv,18 which produced “data minerals”
from data related to the event retrieved from the Internet. Another ex-
ample is the visual identity designed byNeue19 for theNordkyn penin-
sula – the graphic mark was designed to represent the weather condi-
tions at each moment, being updated every five minutes and changing
its colour and shape according to the current wind direction and tem-
perature, respectively.

Another example of reactivity can be seen in an interactive installa-
tion that employs computational methods in poster design (Rebelo et
al., 2019). The system gathers data from the surrounding environment
(related to weather and interaction from people) and autonomously
generates new compositions with the goal of finding the most efficient
way of designing, according to the site where it is placed.

This reactivity to external input can be used to instil a quality of “be-
ing alive” into the flags (Martins et al., 2019c). As such, even though
anyword can be used to produce a flag, our main interest involves pro-
ducing flags that change according to current events. To achieve this,
we follow an approach similar to the one used by Gonçalo Oliveira,
Costa, and Pinto (2016), who produce memes using headlines auto-
matically retrieved from the Google News RSS feed.

When generating a flag for a given country, the system collects the
latest news titles in English that mention the country’s name. The sec-
ond step consists in extracting nouns from the initial news titles by tag-
ging the text using the Javascript Part-of-Speech tagger jspos.20 Then,
we analyse the nouns used in all the titles and identify the most pre-
dominant ones, excluding the country’s name or its abbreviation. Af-
ter sorting the nouns according to predominance (see topics sorted in
Fig. 14.4), the system searches for data to be used in the blending pro-
cess, as previously described in Section 14.3.2. If no data is found for
a noun, the system moves to the next one on the list. This search task
is performed until the system finds information (and produces a flag)
or until there are no nouns left (no flag is produced).

We developed a web-based interface for the system (described in
Section 14.3.5). In each session, information from Google News about a
country is retrieved only once. This avoids multiple equal queries in
case the user tries to produce several flags for the same country. If the
user reloads the page, a new query is conducted.

18 www.edhv.nl/
19 neue.no/work/visit-nordkyn/
20 code.google.com/archive/p/jspos/

http://www.edhv.nl/
http://neue.no/work/visit-nordkyn/
http://code.google.com/archive/p/jspos/
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14.3.4 Generating explanations

In most cases, a flag is conceptually grounded – its structure and el-
ements have associated meanings – and changes applied to it should
take this into account – e.g. a colour replacement carries a meaning,
which will be assigned to the flag. As such, our process of generating
a flag consists not only in producing a design but also its explanation.
The explanation provides clues of how and why the flag was changed
(see examples in Fig. 14.3).

This establishes a link between the visual output and the reasoning
behind the production of the flag, thus making evident the conceptual
foundation of the generation process.

Explanations follow a predefined structure, which is based on the
flag descriptions that we analysed when collecting the data on flag
meaning (see Section 14.3.1). The following structure is used:

[element X] represents/stands for/symbolises [Y]

where Y is the query word and X depends on the change nature.
For example, in the case of adding emoji, we defined that X would

take the value of “symbol” (see the left side of Fig. 14.2). In contrast, if
there was a change of colour, the element X would be composed of the
replaced element’s name (e.g. “stripe”) and the replacement’s colour
name (e.g. “red”). This posed an issue as, despite the colour name list
being useful in finding appropriate colours, it would be confusing for
the user to be presented with an explanation such as “The Airforce
stripe represents...”. To solve this issue, we used Daniel Flueck’s exten-
sion21 of the ntc.js library, which has a closest colour converter – the
colour with the name “Air force” is mapped to the closest standard
colour “Blue”.

The act of providing explanations is in line with the guidelines for
explainability22 in AI Ethics (Jobin, Ienca, and Vayena, 2019), which is
considered to have an important role in design systems – e.g. Zhu et al.
(2018) focus on explainability and provide guidelines on how it can be
applied in game design. Moreover, the production of explanations can
be interpreted as a process of Framing as defined by Cook et al. (2019):

‘Framing’ refers to anything (co-)created by software with the
purpose of altering an audience or collaborator’s perception of a
creative work or its creator.

This process plays an important role in how unbiased observers per-
ceive AI systems and their output. Furthermore, Cook et al. (2019) state
that implementing methods for the systems to explain themselves can

21 www.color-blindness.com/color-name-hue/
22 Our interpretation of the principle of explainability and transparency is based on the

description from AI for People, www.aiforpeople.org/

http://www.color-blindness.com/color-name-hue/
http://www.aiforpeople.org/
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improve the relationship between user and AI agent. Framing is de-
scribed as having three aspects: sources of information (e.g. where the
meanings of the flags are retrieved from and on what are they based),
means of framing (e.g. providing descriptions in natural language for
the produced flags) and purposes for framing (i.e. the intended impact
on the audience). Llano et al. (2020) address the topic of Explainable
Computational Creativity and highlight the importance of establishing
two-way communication channels between systems and users, allow-
ing the former to explain their decisions in the creative process.

14.3.5 Interface

We implemented an interface for the system to allow the user to pro-
duce flags according to their preferences (see Fig. 14.2). It consists of
two areas: (i) the configuration area – where the user defines the param-
eters for the flag generation – and (ii) the flag canvas – where the new
flag is shown to the user. The configuration area has two parameters
that always need to be provided by the user: the base country and mode
of data retrieval. By default, the automatic mode is selected, and the sys-
tem uses Google News RSS feed to obtain the trending topics to be used
in flag production. If the user decides to disable the auto mode, the sys-
tem asks for an extra input: a topic to be represented. This way, the user
can not only see what the current flag is but also what it would be if a
given topic was trending.

14.4 EXPER IMENTAT ION

In order to assess the perception of generated flags, we conducted a
user study. In this section, we describe the study and present the ob-
tained results. Then, in the last part of this section, a general analysis
of the system and the generated flags is made.

14.4.1 Experiment Setup

We produced a set of five flags (see Fig. 14.3): two resulted from colour
replacement, two from symbol replacement with emoji and one from emoji
addition. These flags were automatically generated using the news at
themoment of generation and selected by the authors. The participants
were informed that they would be presented with flags computation-
ally generated using real-time news. Theywere also asked not to search
for any information while conducting the experiment nor change any
answers.

For each flag, the participant was asked to answer questions from
two different sections. In the first section of the survey, the only given
information about the flag was the generation day and the users were
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Figure 14.2: A web-based application showing a generated flag based on
China’s flag and its explanation (produced on February 11th, 2020), in which
the first sentence corresponds to the changed element (note: the sizes were
intentionally changed to increase the legibility of the figure).

asked to answer or complete the following open-ended questions or
tasks:
Q1 If you knowwhich country is represented in the flag, pleasewrite

the name.
Q2 There is a change in the flag. Describe what you think the change

was.
Q3 What do you think that the change represents?
In the second section, userswere toldwhich countrywas represented,

what the changewas and the topic onwhich the changewas based (e.g.
flag of Brazil; the background colourwas changed into dark grey using
news about the oil spill). Then, the user was asked to answer the ques-
tion below with a number between 1 (very bad) and 5 (very good):

Q4 Is the flag a good representation of the news?
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Figure 14.3: Flags used in user survey and produced explanations, automati-
cally generated on 15th November 2019.

14.4.2 Results

The survey was conducted with 16 participants, with ages between 26-
44. The results obtained can be seen in Table 14.1. For Q1, we consid-
ered correct answers the ones that referred the country of the base flag.
Also, in flag #4 we considered answers such as “Argentina + Brasil” as
correct due to the fact that the blended flag has both flags. On the other
hand, in flag #3 we considered answers such as “United Kingdom” as
wrong (despite theUnitedKingdomflag, orUnion Jack, being included
in the Australian flag) as the participant is clearly not familiar with the
Australian flag. For Q3, we considered correct answers the ones that re-
ferred the word used to generate the flag. However, in the case of flag
#5, we considered correct three answers from Q3 that did not mention
“spy”, as the participant had mentioned it in Q2 – e.g. Q2 “change of
the icon into a spy figure”, Q3 “leak of information”. In fact, one of the
participants commented that they had answered to Q2 that the change
was the addition of a spy icon but on Q3 they had thought that “spy”
would be too simple.

When observing the results, one of the things that stand out is that
for all the flags, except for #5, the majority of the participants could
identify the country and the change that occurred – indicating famil-
iarity with the original flags. It is interesting to see that, in the case of
flag #5 (Lithuania), despite the participants being unfamiliar with the
flag, they could identify both the change and the meaning – which re-
flects the perception advantages of emoji. On the other hand, in flag #1
no one could identify themeaning, despite everyone knowing the orig-
inal flag (Brazil).When analysing the answers by the participants to Q3
of flag #1, four out of the 16mentioned the burnt Amazon forest, which
was a highly discussed topic at the time and a possible interpretation
of changing the green to dark grey. Similarly, in flag #2, in which 11 out
of 16 people got the answer right to Q3 (“elections”), two other people
gave an answer related to political instability and another one gave an
answer related to a referendum – both answers, despite not matching
“elections”, are alignedwith the replacement of the symbol by a voting
poll seen in the generated flag and with the situation of the country at
the time. It is also worth mentioning that some of the participants that
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Table 14.1: User study results of each of the generated flags for questions
Q1 (country), Q2 (change), Q3 (meaning) and Q4. The results of Q1-3 are ex-
pressed in percentage of right answers and Q4 is expressed using the interval
from 1 (very bad) to 5 (very good).

right answers (%) Q4 (1-5)
# original word change Q1 Q2 Q3 mode median

1 Brazil Oil background colour 100.0 100.0 0.0 4 4
2 Spain Election symbol replacement 100.0 100.0 68.8 5 5
3 Australia Fire background colour 68.8 87.5 25.0 4 4
4 Argentina Brazil symbol replacement 93.8 93.8 31.3 3 3
5 Lithuania Spy emoji addition 25.0 43.8 31.3 5 4.5

did not know the meaning of flag #3, which had a background colour
change into red, submitted answers that could somehow be linked to
that colour, for example “blood”, “massacre” or “terrorist attempt”.

Regarding quality, four out of the five flags obtained a quality of
topic representation of good or very good bymost participants. The re-
sults also seem to reflect the easiness of understanding emoji (see flags
#2 and #5). However, flag #4 also uses emoji and had the lowest results.
We cannot be certain, but we believe that this was due to how section
2 of the survey was designed for this flag. The user was presented
with an explanation giving especial focus to football – “The symbol
was changed using news about the football match between Argentina
and Brazil” – but that meaning was not reflected on the blended flag.

14.4.3 Discussion

The capacity of our system to generate flags is highly dependent on
the existence of semantic knowledge, which is used to find possible
changes to be made. We believe that by adding three sources of seman-
tic information (meanings of existing flags, emoji semantic data and
colour names), we have increased the likelihood of success. However,
it is impossible to guarantee the production of good results. For exam-
ple, one case in which the system has few results is the word “state”:
in terms of data on existing flags, the only matches are star-shaped
elements (e.g. the white stars in the United States flag); by consider-
ing emoji data, the system is able to find 255 different emoji, most of
which are flags themselves; and using colour names, there is no match
for “state”. Two flags produced for Iceland are another example. The
resulting flag changes depending onwhich data is available (Fig. 14.4):
if the system only uses data of existing flags, it is not able to produce
any blend; if it uses emoji data, it is able to find information for the third
trending topic (“Christmas” represented using a Christmas tree); and
if it uses colour names data, it can only find information regarding the



264 F LAGS

Figure 14.4: Flags generated for Iceland using different semantic data sources
(emoji and colour).

Figure 14.5: Mood shift due to football match Brazil vs Argentina, on 15th
November 2019.

6th trending topic “Namibia”, which matches the name of one of the
colours in the dataset and is also the name of a country.

From the conducted user study, it is clear that the meaning of the
changes is not easy to guess and is very dependent on the user knowl-
edge about the corresponding country and its current situation – only
one of the flags had a correct response rate to Q3 (meaning) above
1/3. This leads us to conclude that the changes in the flag should have
more impact within the corresponding country than internationally –
as stated by Matusitz (2007) “vexillological symbols are displayed to
thewholeworld, but are only understood by like-minded individuals”,
which is in accordance with findings of difficulty in flag identification
(Morales-Ramirez, 2018). For this reason, further studies with citizens
of each country would be needed to fully analyse the impact of the
flags – none of the participants was a citizen of any of the countries
with changed flags.

One interesting aspect of the project is the ability to observe this
“ever-changing” identity or, using the term that we adopted, the mood
changes of the country. An example of mood changing was observed
on the 15th of November 2019, due to a football match between Brazil
and Argentina (see Fig. 14.5). During the hours before the match, the
flag of Brazil was always retrieving “oil” as mood from the oil spill.
Then, Messi scored and the mood changed, resulting in a different flag
– for roughly five hours the mood stayed with “Argentina”. Six hours
later, it alternated between “Argentina” and “oil”, and later on it went
fully back to “oil”.

Despite being different flags (oil-driven and Argentina-driven), it is
possible to identify the resemblance with the original Brazilian flag.
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Figure 14.6: Examples of flags generated on 15th November 2019. Below each
flag, the country of the original flag and the trending topic used in the gener-
ation are identified.

This aspect was of particular importance to us and the reason why
we chose to only apply one change and avoid adding many elements,
whichwould increase the complexity of the flag. Nonetheless, it would
be interesting to see different trends affecting the flag at the same time,
choosing the element to change according to its salience (i.e. impact on
the overall aspect of the flag) tomatch the trendiness degree – themore
trending the more salient the changed element should be.

Even though the system only makes a change, some flags have few
characteristic elements, which may end up being replaced and, conse-
quently, the connection to the original flag is lost – an example is the
flag of Saudi Arabia in which the symbol (an Arabic inscription and
a sword) is replaced by a bird to symbolise Twitter (Fig. 14.6). There-
fore, the applied changes, despite being simple, can go from subtle –
unidentifiable for most people – to disruptive – possibly triggering a
sense of discomfort on the viewer, who might see familiar elements
but no longer relate the flag to their country, creating a gap on the no-
tion of identity. This aspect gains even more importance if we consider
that the citizens of a countrymay have different opinions regarding the
national flag (Satherley, Osborne, and Sibley, 2019; Wright, 2011).

It is also possible to observe the effect of the same topic on different
flags, for example “oil” in Fig. 14.6. As we have not implemented a sys-
tem to deal with differences in salience, the visual change is similar,
for example in the flags of Brazil and Norway, even though the seri-
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ousness of the news varies in degree – in the Brazilian one, it should
look more catastrophic due to the gravity of the situation. A similar ef-
fect occurs in the blend using the Pakistan flag, which is based on the
topic “children” and results in a blend that applies a green colour to
the symbols of the flag. Despite using the green colour, which is nor-
mally associated with good, the news behind the trending topic are far
from positive (e.g. “An HIV Crisis Among Pakistan Children“).

Moreover, some changes might make more sense when applied to
certain elements. For example, Angola was also getting the “oil” trend-
ing topic and could have it applied to its cogwheel, which is associated
with industry. This would make sense if we look at some of the news,
e.g. “Angola oil production falls in October to 1,356 million barrels
per day”. Another example can be observed in two flags generated for
Brazil using “Oil”: in Fig. 14.3 the dark grey was applied to the green
background; and in Fig. 14.5 it was applied to the blue circle. The latter
version would be more suitable as the oil spill occurred in the (blue)
sea, whereas the former version can be more easily mistaken for an-
other topic: the Amazon fires. As such, a future development might
involve taking into consideration the meaning or characteristics of the
replaced element – “burnt” being applied to the green of Brazil flag or
using Angola’s cogwheel to represent industry-related topics.

Incorrect behaviours of the system also occur. For example, when
producing flags for Jordan it retrieves incorrectly matched news, get-
ting news about Michael Jordan, instead of the country, leading to the
trending topic “Basketball” and resulting in the orange colour being
used (Fig. 14.6). Similarly, when using the topic “Trump”, the system
obtains a musical instrument emoji instead of something that repre-
sents Donald Trump (President of the United States at the time). It is
also important to mention how using elements from other flags might
have a different effect than expected. Some of the elements and associ-
ations are culture-specific (Becker et al., 2017; Morales-Ramirez, 2018)
and might not have the same interpretation in all countries.

Another subject concerns the production of lower quality flags. This
can happen by placing an element in an unsuitable place (e.g. the trian-
gle in two of the flags in Fig. 14.7 looks like a play icon) or using a given
colour and making the flag look like an existing one, losing its initial
identity (e.g. the first flag in Fig. 14.7 resembles the Russian one).

Despite the existing issues, the results of the user study showed that,
even if the user does not know the flag, it might be possible to infer
some meaning. This can be exploited by using the flag to call the at-
tention of the user to countries in which something relevant is hap-
pening. One example of this was identified in the study: none of the
participants was able to link flag #1 (Brazil) to the huge oil spill that
had occurred. As such, it could be possible to use the flags as a way of
raising awareness, similar to what was done inDouble Standards (Pater,
2012).
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Figure 14.7: Flags generated from the flag of Colombia using the topic
“peace”.

14.5 ETH ICAL CONS IDERAT IONS AND POTENT IAL IMPACT

With Moody Flags, our goals go beyond the generation of flags. Part of
our motivation for developing this system is to have an impact on the
observer, as opposed to a generation for mere aesthetic or representa-
tional purposes. In the following section, we provide more detail on
this subject.

The limits of the use of a national flag have been a topic of debate.
As we have seen, flags are prone to be misappropriated – aspect high-
lighted in theDouble Standards project (Pater, 2012). Moreover, as sym-
bols of a nation, they are often used in acts motivated by political rea-
sons – e.g. flags being burnt in protests. For these reasons, several cases
exist of controversy around what is considered legal and what is to be
seen as flag desecration (Goldstein, 2019; Marinthe et al., 2019). How-
ever, the limits are often blurry and lead to strong yet opposing re-
actions when they are tested. One example is the installation What is
the Proper Way to Display a U.S. Flag? by Dread Scott,23 which showed
two images featuring the American Flag, one of which displayed a flag
being burnt, and encouraged the audience to write responses to the
question in the installation’s title. Upon writing a response, the audi-
ence had the option of standing on the flag. The installation triggered
very strong reactions – from thank you messages to death threats. But
more importantly, led to a discussion on what is a misuse of the flag
and the legality of such. It is clear that there is a significant difference
between purposely destroying a flag and using it to communicate an
idea, with the latter being especially important for artistic purposes
(Hartvigsen, 2018). Focusing on what we are proposing in this paper,
to what extent do flags actually represent constantly evolving nations
when they are subject to rules often against change and transforma-
tion? In addition, people are not always receptive to changes in the
national flag, as it deals with questions of their own identity (Osborne
et al., 2016). This immutability reaches the point that the flag design
stays the same but the meanings change – e.g. the colours of the Por-

23 www.dreadscott.net/

http://www.dreadscott.net/


268 F LAGS

Figure 14.8: Flags generated on November 15th 2019 and July 15th 2020. Be-
low each flag, the country of the original flag and the topic used in the gener-
ation are identified.

tuguese flag went from a political connotation (party colours) to more
general ones (e.g. with green being associated with “hope”).

We intend to contribute to this discussion by questioning the un-
changeable status of a flag. As such, we identify several topics that we
believe our system has the potential to have an impact on:

• Own sense of identity: the feelings towards a flag vary from person
to person: some might not have a strong connection to this sym-
bol; others might proudly display it on the window to convey a
sense of national support (e.g. in some countries flags are often
hanged from windows in support of the national football team);
and, possibly, there may be citizens that feel misrepresented by
the flag (Wright, 2011). In any case, we believe that changing a
country’s flag will lead to a sense of “discomfort” by creating a
gap between the original symbol and an altered version, possibly
making people wonder if they still identify themselves with it;

• Evolution of daily topics: flags are objects that often have a very
slow evolution – they stay the same for long periods. Our system
brings changes in this regard by allowing flags to adapt to current
events (see flags produced in two different dates in Fig. 14.8).
Such approach enables the user to observe a constant change in
the flag, a consequence of changes in the “mood” of the country;

• Event highlighting: despite living on what can be called a “global
village” (McLuhan, 1962), there are many events that often go
unnoticed, even though they deserve our utmost attention – the
case of a huge oil spill that was not widely known, identified in
the user study. Our system has the potential of being exploited
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as a visualisation tool with the goal of highlighting such events.
Using flags to call the public attention has been explored in the
past, e.g. in the Double Standards project (Pater, 2012).

14.6 SUMMARY

The flag of a nation serves, among many things, to build and maintain
the sense of national identity, representing the country, its people and
its history. In this chapter, we propose a different use for a flag – the
representation of a country’s mood at each moment. We presented a
system that produces variations of national flags according to news
titles retrieved from the Google News RSS feed, by using semantic infor-
mation from different sources.

The system relies on two base assumptions: (i) when generating a
flag, an existing flagwould be given as input and (ii) the changesmade
should allow the initial flag to be recognised. The produced flag should
be perceived as a transformation to the original one, thus allowing the
observer to identify the country.

The first step of the flag production process consists in searching
elements that match a query word. These are then used to change the
initial flag. The element search is conducted in three places:

• Existing Flags: we produced a flag dataset that included both vi-
sual data and semantic data. Using this dataset, a search for the
input word is conducted on the meanings assigned to elements
of existing flags;

• Colour Names: we merged existing datasets to produce a list of
3476 colours and associated names (e.g. #ef4026 has the name
“Tomato”). This list is used to search for the input word;

• Emoji: we use the EmojiNet (Wijeratne et al., 2017b) dataset to
find emoji based on the input word, similar to what is done in
the Emojinating system.

The transformationmade to the flag depends on the type of elements
found: if the input word is found on a colour name, the colour is ap-
plied to an element of the base flag; if the element found is an emoji,
it can either be added to the flag or replace an existing symbol. In ad-
dition to producing a flag, the system also presents the user with an
explanation for the changed or added elements.

In order to assess the perception of generated flags, we conducted
a user study with 16 participants. The results show that the partici-
pants can identify the original flag but they have certain difficulty in
identifying the meaning of the changes applied to the flags. We also
highlighted the potential impact of generated flags, which goes from
raising awareness (to a certain event) to creating a sense of awkward-
ness by affecting the notion of identity.





Part V

TOWARDS V I SUAL CONCEPTUAL BLEND ING

Visual Blending can be used for the production of visual
representations of concepts. However, Visual Blending on
its own does not necessarily have a conceptual grounding
and may lead to nonsense solutions. To address this issue,
a Visual Conceptual Blending approach, in which Concep-
tual Blending and Visual Blending are combined, may be
used to improve the quality of the solutions of concept vi-
sual representation. In this part of the thesis, we address
the topic of Visual Conceptual Blending, present a road-
map for its implementation and describe useful resources
and approaches.





15FROM CONCEPTUAL BLEND ING TO V I SUAL
BLEND ING AND BEYOND

At the Dagstuhl Seminar 19172 Computational Creativity Meets Digital
Literary Studies took place a talk titled From Conceptual Blending to Vi-
sual Blending And Back by Cunha and Cardoso (2019), in which the im-
portance of having a conceptual ground for producing visual blends
was highlighted. In this talk, Conceptual Blending andVisual Blending
were first introduced and then the connection between the twowas ad-
dressed, emphasising the potential of their combination as what can
be referred to as Visual Conceptual Blending. By following a Visual
Conceptual Blending approach, visual blends can be produced based
on and guided by conceptual reasoning. As such, a visual conceptual
blend can be seen as a visual blend conceptually grounded and com-
plemented by a conceptual layer developed through elaboration.

In this chapter, we outline a roadmap for visual conceptual blending,
oriented towards its implementation as a computational system.

This chapter is based on the work described in the papers by Cunha,
Martins, and Machado (2020d).

15.1 CONTEXT

On the topic of blending, existing computational systems can be placed
on a spectrum that has Conceptual Blending on one end and Visual
Blending on the other end. In Chapter 4 we introduced the reader to
both Conceptual Blending and Visual Blending, describing the differ-
ent aspects that they encompass and also the existing research related
to them. Below we summarise the main features of Conceptual Blend-
ing and Visual Blending.

Conceptual Blending:
• input: two or more domains (mental spaces);
• output: blend domain, which has a partial structure from the in-

put domains but also an emergent structure of its own;
• mechanisms: composition, completion and elaboration.

Visual Blending:
• input: two or more objects (images);
• output: an image showing an integration of the two input objects

(the visual blend), which are still recognisable and enable the
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viewer to infer possible associations between the concepts that
the input objects may represent;

• mechanisms: juxtaposition, replacement and fusion (simplified struc-
tural taxonomy).

On the Conceptual Blending end, approaches focus on the concep-
tual level and the generation of visual output is done for visualisation
purposes (e.g. Pereira and Cardoso, 2002). On the Visual Blending
end, approaches focus on the visual level andmostly consist in the com-
bination of input images (e.g. Correia et al., 2016). In the middle of the
spectrum is what can be referred to as Visual Conceptual Blending.

Most work that addresses Visual Blending falls short when it comes
to the conceptual level, often relying on the user to establish a connec-
tion between the visual and the conceptual levels (e.g. Chilton, Petridis,
and Agrawala, 2019) or simply using a direct mapping between the
input concepts and the visual representations used in the blend (e.g,
Zhao et al., 2020).

With the work described in this thesis, we aimed at improving the
connection between the conceptual level and the visual one. In the Pig,
Angel and Cactus experiment,1 described in Chapter 6, we introduced
the idea of a hybrid blending process, bringing the conceptual and the
visual levels together. With Emojinating,2 described in Chapter 8, we
highlight the combination of visual and conceptual blending as visual
conceptual blending and we introduce a mechanism for concept exten-
sion, increasing the role of conceptualisation.

Visual Conceptual Blending has also been mentioned by other au-
thors. Karimi et al. (2018b) present theirwork as a computationalmodel
for generating visual conceptual blends in the domain of sketching.
However, the core of the model is more related to conceptual shifts –
retrieving sketches similar to an initial one – thanwith visual blending,
which is later presented as a possible application and not intended as
an automatic process.

Chen (2019) introduces their work as a generative model for visual
conceptual blending. As described in Section 3.2, the work consists of
a Generative Adversarial Network (GAN) model capable of generating
images that depict a blend between two different concepts (e.g. a spoon
and a leaf). In a way, this approach is still distant from visual concep-
tual blending, as it lacks in terms of conceptual level.

More recently, Ge and Parikh (2021) present their work as an ap-
proach to the generation visual conceptual blends through the use of a
languagemodel to identify objects to blend and a text-based image gen-
eration model to produce the visual blends. The work is aligned with
the idea of visual conceptual blending that we defend in this thesis,

1 Authored by Cunha et al. (2017).
2 Authored by Cunha, Martins, and Machado (2018b)
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Figure 15.1: Animal visual blends. All blends were created by Arne Olav
(gyyporama.com), with the exception of “elephaneleon”.

facilitating a connection between the conceptual and the visual level.
More detail on this work has been given in Section 3.2.

Despite providing valuable clues on the direction towards a possible
model on visual conceptual blending, these systems cannot be consid-
ered as one. In our opinion, they fail to address several topics that we
believe are important when building visual conceptual blends. More-
over, a concrete formulation of what visual conceptual blending may
involve is still lacking. In this chapter, we will focus on the topic and
attempt to contribute to a possible formulation.

15.2 ANALYS I S TO V I SUAL BLENDS

According to Pollak et al. (2015), there are still many open questions
regarding the production of blends. By investigating human creations
and identifying patterns, it is possible to address these questions and
possibly find a direction for the blending process, eventually allowing
the automated generation of blends (Pollak et al., 2015). Joy, F. Sherry
Jr., and Deschenes (2009) conducted an analysis of blends based on
human perception by analysing conceptual blending in advertising.
Bolognesi, Heerik, and Berg (2018) built a corpus of visual metaphors
that have been analysed and annotated on different dimensions of
meaning. Petridis and Chilton (2019) focus on how people interpret
visual metaphors and identify causes for misinterpretation.

For our work, the most interesting example of blend analysis was
conducted by Martins et al. (2015), who conducted an online-survey
questionnaire in which participants were asked to evaluate criteria as-
sumed to be related to the quality of blends. Martins et al. (2015) used
visual blends between two animals (see Fig. 15.1) and tried to identify
what humans perceive as a good blend. These blends used fusion and
were focused on perceptual features, e.g. colour, texture or pattern.

http://gyyporama.com
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Upon analysing the blends (Fig. 15.1), one observes that colour can-
not be considered the main reason for conducting the blend – i.e. an-
imals are not blended on the basis of similar colour – but as a way to
produce a good blend by achieving a fully integrated blend. Nonethe-
less, in some blends colour alignment of the input animals seems occur
(e.g. pengwhale or guinea lion). In the same way, proportion is also not
the ground for blending, as several examples exist of strange propor-
tion between head and body (e.g. snorse). It leads to the conclusion that
the selection of the input animals was conducted without any appar-
ent reason or conceptual grounding. Regarding themapping that leads
to the blend, one can see that it is mostly based on element category
similarity (e.g. head of the snake is mapped to the head of the horse).
Nonetheless, Martins et al. (2015) give special attention to elaboration:
name building and context creation.

Another example of blend analysis is described by Chilton, Petridis,
and Agrawala (2019), who stated that they observed blend examples
and tested theories to come up with a design pattern – they identi-
fied shape as a particularly important feature in visual blending. Based
on this, they developed a workflow for producing visual blendings
based on an abstract structure: blend two objects that have the same ba-
sic shape but other identifying visual features. This example contrasts
with the one from (Martins et al., 2015), as they use a completely differ-
ent feature. In addition, whereasMartins et al. (2015) only used blends
of animals (fusion blend type), Chilton, Petridis, and Agrawala (2019)
analysed visual blends of objects based on replacing fusion type – see
the taxonomy that we proposed in Section 5.2, based on the work by
Peterson (2018).

15.3 ROADMAP FOR V I SUAL CONCEPTUAL BLEND ING

In this chapter, we aim to outline a model for the production of visual
blendings with a strong conceptual grounding. In a process of visual
conceptual blending, despite the output being a visual blend, it does
notmerely consist in the task of producing amerge of two initial visual
representations. Instead, the core of the process has to do with concep-
tual reasoning, which serves as a base for the actual process of visual
blending. This contrasts with the description of the constituents of a
visual blend.

In visual conceptual blending, the focus is not the transformational
task of mixing two images but the whole process of producing visual
blends that are based on a conceptual reasoning and present them-
selves as a result of a knowledge-based process. In fact, from our per-
spective, the output of a process of visual conceptual blending is not
only an image but also a set of conceptual elaborations. A visual con-
ceptual blending has context, it is grounded on a justification that in-
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Figure 15.2: Stages of Visual Conceptual Blending

dicates the relevance of the blend. It can also be given a name that may
not even be related to the original concept.

In this section, we describe a model for the production of visual con-
ceptual blends. Our main goal is to provide a roadmap rather than
a final blueprint, providing a broad description that mentions all the
topics that we deem important to build such a model. Our roadmap
is composed of four main stages (Fig. 15.2): (i) Conceptualisation; (ii)
Visual Blending; (iii) Quality Assessment; and (iv) Elaboration.

Despite presenting it as a sequence of stages, the reader should un-
derstand that their ordermay vary, not being fixed and allowing stages
to be revisited if needed (e.g. one may need to return to Conceptualisa-
tion after the Visual Blending stage).

15.3.1 Conceptualisation

By just focusing on the visual blending between two objects, we can
generate a large (if not infinite) number of possibilities (see examples
in Fig. 15.3). However, these are not guaranteed to be grounded on
knowledge. For example, for the visual blend between a snake and a
horse, instead of the logical category-categorymapping between heads
(seen in Fig. 15.1), it would be possible to produce a blend in which
the head of the snake replaces the tail of the horse (Fig. 15.3). Such a
blendwould have a very low conceptual grounding as no apparent log-
ical mapping was performed. Conceptualisation is what distinguishes
mere generation from something with a strong conceptual grounding
(resultant from a process of reflection) and consequently visual blend-
ing from visual conceptual blending.

Conceptualisation can occur in at least two situations: selection of
input concepts and mapping between previously given ones. Most ex-
amples described in this chapter fall under the latter case – the input
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Figure 15.3: Visual Blends between horse and snake.

concepts to use in the blend are previously chosen. Nevertheless, in
a general model, an initial step may concern the identification of po-
tential candidates for a visual conceptual blending (Gonçalves et al.,
2015). The topics addressed here can be applied to these two scenar-
ios.

In fact, the process of conceptualisation may lead to the retrieval of
related concepts for the production of the visual blend, as is the case
of our approach with Emojinating (Chapter 8). In such a case, there
may not be a direct relation between the original concept and the vi-
sual blend. This is especially evident when the original concept con-
sists of one word – it is necessary some sort of expansion to provide
a foundation for a process of visual blending to occur. In these cases,
the original concept can be visually represented by resorting to related
concepts, e.g. freedom represented using a related concept “universal
right” (Fig. 15.4). Moreover, the interpretation of the resultant visual
blend can lead to a third concept, for example “travel theworld”. There-
fore, the levels of conceptualisation of a visual blend can vary. In fact,
the process of conceptualisation can reach high degrees of complexity
– e.g. using a process of conceptual blending based on structural align-
ment techniques to produce analogies from structures such as mental
spaces, as was the case with the Blender and the Pig, Angel and Cactus
experiment (Chapter 6).

Figure 15.4: Freedom
blend by Emojinating

On the other hand, a process of visual conceptual blending can have
different motivations and therefore different goals. For example, the
process can be used for concept representation, in which case a literal
representationmay be preferred. Another possibility is the production
of visual metaphors, in which case the goal will be more creative.

In the end, the conceptualisation stage consists in answering the ques-
tion:what is behind the blend?How this question is approached depends
on the starting point. For example, if we already have a double-word
concept it is more related to how we blend the two concepts – finding
a justification for a blend. If the starting point is a single-word concept,
we face a somehow open search for potential blends – which is good
if we have enough knowledge. A search for potential blends using sin-
gle-word concepts is conducted, for example, in Emojinating and in the
work by Ge and Parikh (2021).
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The issue here is also related to one of the problematics of concep-
tual blending: finding a commongroundbetween the input concepts to
allow the blending to occur (Eppe et al., 2018). In general, several char-
acteristics can motivate the process of blending, e.g. conceptual features
(e.g. name or affordances) or perceptual features (e.g. shape or colour).

Perceptual features: one way of grounding the blend is by using per-
ceptual features (low-level features), e.g. shape or colour. The useful-
ness in perceptual features is especially relevant when these include
prototypical elements – i.e. what most identifies a given concept, e.g.
the nose and the tail in a pig. An example is the work by Karimi et al.
(2018b), in which blend possibilities are found using a process of con-
ceptual shift based on shape comparison.

Obviously, these characteristics are very dependable on the repre-
sentation used – e.g. if only images in black and white are to be used
(as is the case with the Pig, Angel and Cactus experiment), colour loses
relevance. The mappings based on perceptual features always depend
on the situation.

Affordances: another way of finding blend possibilities is related to
affordances and their modelling using, for example, image schemas.
Suchmayhelp in guiding how the visual blending should be conducted
– e.g. using the schema CONTAINMENT with icons of money and building
to represent bank. We will return to this topic in Chapter 16, in which
we address how visual representations can be produced through vi-
sual blending using image schemas.

Figure 15.5: Rawcket
by les.creatonautes

Naming: a third possibility is related to the name – e.g. finding ho-
mophones such as “waste ofmoney” and “waist ofmoney”, or “racket”
and “rawcket” (see Fig. 15.5).As an example, Veale andAl-Najjar (2016)
explore the invention of colour names.

15.3.2 Visual Blending

Existing visual blending systems can be divided into two groups based
on the type of rendering: photorealistic and non-photorealistic. These two
types have great differences in terms of how the visual blending pro-
cess occurs. A photorealistic visual blending may require computer vi-
sion and image processing techniques, whereas a non-photorealistic visual
blending that uses Scalable Vector Graphics (SVGs) is easier to conduct
(as we have argued in our experiments, for example with Emojinating
in Chapter 8).

In either case, a process of visual blending involves two main deci-
sions: which objects to combine and how to combine them.

15.3.2.1 Connection between Conceptual and Visual

Most of the visual blending examples that are grounded on a process of
conceptual blending consist in a simple visualisation of the blend (e.g.
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Figure 15.6: Dinosaur blends with salad (left), fish (middle) and park (right).
Source: left and middle by les.creatonautes (instagram); right by the author.

Pereira and Cardoso, 2002). An exception can be seen in the Pig, Angel
and Cactus experiment, in which two types of network structures were
used: one corresponding to the mental spaces of the input concepts
and another corresponding to the visual structure of the visual repre-
sentation (see Chapter 6). The two types of structure were aligned to
produce visual conceptual blends. In this case, the system is consid-
ered a hybrid blender, as the blending process starts at the conceptual
level and ends at the visual one. However, this situation is uncommon,
as in most cases it is not possible to align the conceptual layer with the
visual one – such datawould have to bemanually built. One possibility
would rely on an analysis of the images to produce a network structure
(structure extraction). With SVGs this would be easier to implement
than with raster images, which would require the use of techniques
such as concept detection (Zhou, Jagadeesh, and Piramuthu, 2015).

In any case, in the same way, the visual level is based on what is pro-
duced on the conceptual level, the conceptual level also needs to take
into account the character and features of the used representations.

In addition to the simple exchange of parts, there are several aspects
that have to be taken into consideration. For example, questions related
to semiotics are especially important (as described in Section 2.3), as
colour, shape and other visual features can easily affect meaning.

15.3.2.2 Type of Blend

Another important topic concerns the mechanisms used to produce
the blend, as different types of blends may be more suitable to specific
types of concepts and visual representations. This way, the choice of
which blend type to use should take certain aspects into consideration.
First, it should consider the relationship between the categories of the
concepts being blended. For example, it is completely different to blend
dinosaur with park or dinosaur with fish (see Fig. 15.6). The former case
involves an animal and a location, whichmakes itmore suitable to have a
juxtaposition. In the latter case, both concepts are animals and, as such,
a fusion might be more appropriate. In Chapter 17, we will return to
this topic by using an emoji categorisation to study the role of different
categories in visual blends.
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Then, since the process of blending involves visual representations
(e.g. icons), the appropriateness of the blend type also varies depend-
ing on the type of representation being used. For example, in the “di-
nosaur” “fish” the animals are very different and that will have an im-
pact on how the blend is conducted. Moreover, it is completely differ-
ent to blend two representations that show the full body of the animal
and one that shows a full body and another that only shows the head.
For the blends shown in Fig. 15.1, it is likely that the author had to select
the images that best matched one another.

Apossible approachmay resort to the notion of integration networks,
which was briefly addressed in Section 4.1.2. In conceptual blending,
the cross-spacemapping between input spacesmay use different types
of integration networks. These depend on the frames that exist in the
input spaces – e.g. in a Mirror network, both inputs contain the same
frame. A similar perspective can be explored in terms of the structure
of input visual representations (what sort of structures exist in the vi-
sual representations and how may these affect the blending process),
whichmay lead to an eventual connection between the conceptual level
and the visual one.

15.3.3 Quality Assessment

When producing blends, it is crucial to have a measure of quality to
identify good solutions. In certain situations, the blend production can
be considered an open-ended problem, in which case including the
user in the cycle may be advantageous. Nonetheless, several types of
quality assessment exist – some may be more suitable for certain goals
than others.

In fact, Martins et al. (2015) pose several questions regarding qual-
ity assessment: “How ‘semantically far’ should the input spaces be to
produce a good blend?”, “Is there a correlation between the quality
of blends and the number of elements for projection?” or even “Are
all the optimality principles required to produce good blends?” In this
section, we present some types of quality measures that can be used to
assess how good a blend might be.

15.3.3.1 Argumentation

Confalonieri et al. (2015) propose the use of argumentation to evalu-
ate and iteratively refine the quality of blended computer icons. The
authors introduce a semiotic system, which is based on the idea that
signs can be combined to conveymultiple intendedmeanings. Despite
this, no evidence of a possible implementation was provided.
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15.3.3.2 Optimality Principles

Fauconnier and Turner (1998) propose a list of optimality principles
that can guide the process of conceptual blending. These principles
are not trivial to computationally model and are normally used at the
conceptual level. Nonetheless, it is also possible to use them to validate
the blend on the visual level, as Kowalewski (2008) demonstrate by
analysing the formation of logos and product names in terms of usage
of optimality principles.

+

+

Figure 15.7: Logos of
Ubuntu-based
distributions: Kbuntu
(top) and Xbuntu
(bottom). Adapted
from: (Kowalewski,
2008)

Even though these principles are considered responsible for gener-
ating consistent blends (Martins et al., 2015), they should not be re-
garded as “rigid laws” but as flexible guidelines (Kowalewski, 2008).
We provide a description of these principles below:

• Integration: the blend must constitute a tightly integrated scene
that can be manipulated as a unit. It should be a coherent, self-
contained andunified structure (recognised as awhole).Martins
et al. (2015) identify Integration as the most important principle.
According to the definition of visual blend as an integration of
input images, this principle should be fulfilled by nature.

• Topology: the elements projected into the blend shouldmaintain
the same neighbourhood relations as in the input space. Even
though Martins et al. (2015) indicate that topology is not rele-
vant, according to Kowalewski (2008) it can be useful for exam-
ple in terms of spatial organisation by placing elements in the
blend according to the configuration of one of the input visual
representations (e.g. maintaining the existence of a central el-
ement, laying new elements according to the centre-periphery
scheme, as the mouse element in Xbuntu logo in Fig. 15.7). This
principle was given particular importance in the Pig, Angel and
Cactus experiment (Chapter 6) due to the way visual relations in
the input were used to map and place elements.

• Web: the blend as a unit must maintain the web of appropriate
connections to the input spaces, so that an event in one of the
input spaces implies a corresponding event in the blend.

• Unpacking: this principle consists in the easiness of reconstruct-
ing the inputs and the network of connections from the blend.
The input concepts should be recognisable from the elements of
the blend, through the identification of the input visual represen-
tations or parts of them. Figure 15.7 shows an example of this, in
which the Kbuntu logo uses the circular structure of Ubuntu’s and
the cogwheel element from KDE’s. This is related to the use of pro-
totypical parts in the blend, which we explored in the Pig, Angel
and Cactus experiment (Chapter 6).
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• Relevance (or Good Reason): if an element appears in the blend
it should have some kind of significance / meaning. This is easy
to observe in the application of colour to a blend should be based
on the input visual representations – e.g. using green froma snake
in snorse.

Two other principles are Intensifying Vital Relations and Maximising
Vital Relations. However, in this context, we could not provide a clear
usefulness for them. In addition to being sometimes vague and diffi-
cult to implement, not all the principles are compatible with each other
(Martins et al., 2015).Moreover, choosing some over othersmay lead to
a variation in the creativity degree of the blends (Martins et al., 2016).

15.3.3.3 Visual Analysis

Assessing quality can also concern visual aspects. Two examples are:
overall complexity and area exchanged, both explored in the co-creative
approach of Emojinating (see Chapter 11). It is important to mention
that some aspects are easier to apply in a visual blending with layered
images. For raster images, other aspects may be more appropriate.

15.3.3.4 User Perception

Despite the importance of all the topics alreadymentioned, the quality
of the visual blend will always depend on user perception and inter-
pretation, and a blend may be considered bad even if it is conceptually
grounded. Martins et al. (2015) take into consideration criteria that
can be used to define creativity – i.e. novelty, surprise and value (Boden,
2004) – and asks participants to evaluate visual blends based on the fol-
lowing topics: Overall impression; Novelty/Surprise; Interestingness; Aes-
thetic appeal; Comicality/Humor; Coherence/Consistency; Evoques positive
feelings; Evoques negative feelings; and Creative industries potential.

These topics can be subjective and people may evaluate blends dif-
ferently. Due to this, providing a way for the user to interact with the
system allows changes to be made to the blends, making them more
suitable to the users’ preferences. A method used by some systems is
Interactive Evolutionary Computation (IEC) (as is the case with Emo-
jinating), which consists in including the user in the task of fitness as-
signment and evolving solutions that match their preference.

15.3.4 Elaboration

A big part of the conceptual process may occur after the visual blend-
ing is done – consisting of an elaboration. This elaboration and conse-
quent interpretation may in turn serve to provide justification for the
previously done visual blend and also as a way to improve it – result-
ing in a return to a previous stage for a new iteration.
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15.3.4.1 Naming

One example of elaboration is the production of names. Pollak et al.
(2015) present a prototype for name generation based on an investiga-
tion focused on the principles of creating lexical blends based on vi-
sual blends (blended animals). Pollak et al. (2015) identify the follow-
ing mechanisms used in name formation: L1-concatenation blends; L2-
portmanteaux (e.g. “rabbear” for rabbit and bear); L3-blending based
on visible characteristics; L4-blending using background knowledge
and L5-bisociative blends (e.g. “mickey” the bear for mouse and bear).
Thesemechanismsmay also be used for blends that do not use animals.

15.3.4.2 Descriptions

In addition to names, there is also the potential to produce descriptions
based on the visual blend. Techniques such as image captioning (Feng
et al., 2019) may be used for this purpose. Ideally, a system that pro-
duces descriptions could produce an elaboration on the context of the
blend. For example, mixing two animals leads to questioning the con-
text of the hybrid animal: Where does it live? What does it eat? How does
it behave in relation to other animals? All these questions would need to
be addressed using a process of conceptual blending by getting char-
acteristics from the two mental spaces. An example can be observed
in the concept clown fish: does it live in the sea and looks like a clown
or does it live in a circus and looks like a fish? Obviously, one of the
situations has a higher likelihood, which makes it more plausible; but
the surprising nature of the other option makes it so that in terms of
creativity it has more potential.

Moreover, a creative system would have great advantages in provid-
ing the user with explanations for the produced blends. The descrip-
tions can be seen as such and used to make the process of blending
clearer to the user (Cook et al., 2019).

15.3.5 Other aspects

Having presented the four stages, we now address a set of aspects that,
in our opinion, will be key in implementing a general model for visual
conceptual blending.

15.3.5.1 Modularity

Most of the systems described before work in an individual way with
no connection to others. An exception is Vismantic (Xiao and Linkola,
2015), which is integrated into a platform for workflowmanagement –
ConCreTeFlows.Martins et al. (2019a) focus on this platformandpresent
an example of how it can be used to develop Computational Creativ-
ity (CC) software components that can be shared, used and reused to
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produce complex computational pipelines. We believe that an imple-
mentation of a general model for visual conceptual blend will benefit
from using such a modular approach, allowing multiple users to con-
tribute to the system.

15.3.5.2 Multi-approach

In addition to having several modules that deal with different tasks, as
we have seen earlier, there are several methods that can be employed
for each of the tasks (e.g. conceptualisation can be based on percep-
tual features, affordances, etc.). The suitability of these methods of-
ten depends on the type of problem at hand (i.e. the characteristics
of the blend) and, as such, no optimal approach exists. A solution to
this multi-approach situation is to follow a similar strategy to the one
presented by Cardoso et al. (2015) – using a global workspace and a
number of components that compete for access to it. Each component
could be seen as an agent. At each time, the agent that is able to pro-
duce the most relevant output is given access to the workspace. This
would consist in having solutions being produced by each of the agents
and finding the best.

15.3.5.3 User-centred

The quality of a visual blending always depends on user perception,
thus being of open-ended nature. As such, the user should be viewed
as having a central role. The modular approach suggested earlier is de-
pendent on having a user interact with the platform to build a pipeline
of components.Wego one step further andpropose that the user should
also have an active role in producing the visual blends.

First, the interaction with the user has great potential to be explored
as it can be used to iteratively improve the quality of the blend, both vi-
sually and conceptually. This would have an effect on which approach
is used at each task, depending on the user evaluation. Moreover, the
user would guide the blend production in terms of improving second-
order features (e.g. colour) or even extending the conceptual reach
when no blends could be produced with the existing knowledge.

Another possibility is to provide the user with a way of selecting the
creativity degree – e.g. low creativity resulting inmore literal represen-
tations and high creativity in more non-literal results.

15.4 SUMMARY

In this chapter, our goal was to take a step closer to outlining a model
for visual conceptual blending that can be instantiated in a fully op-
erational computational system. We argued that a visual conceptual
blending process should not only result in a visual blend produced for
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a given concept but also be complemented by a conceptual layer devel-
oped through elaboration.We proposed a roadmap for the production
of visual conceptual blends. This roadmap can be instantiated into a
modular system, in which the different stages of blend production oc-
cur in an iterative manner, allowing the user to go back to improve the
blend and its elaboration. Nonetheless, the roadmap is only a step to-
wards a formalisation of visual conceptual blending and should not be
seen as a closed proposal, as it will benefit from future iterations.

In the following chapters, we focus on specific questions related to
the proposed roadmap, such as the use of affordances in the produc-
tion of visual blends (Chapter 16) and the development of an emoji
categorisation oriented towards visual blending (Chapter 17).
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Computational systems that produce visual representations of concepts
mostly focus onperceptual characteristics and overlook conceptual ones
(e.g. affordances). The work that we have presented in previous chap-
ters is also no exception to this. Despite this, in the previous chapter,
we have mentioned that affordances can be used to find blending pos-
sibilities and even guide the process of blending.

In this chapter, we analyse how affordance-related features can be
considered in computational systems for the visual representation of
concepts, through the use of image schemas. First, we deconstruct well-
known used icons to show the role of image schemas, then we use ex-
amples to illustrate how visual representations can be produced using
image schemas and discuss existing issues.

This chapter is based on the work described in the paper by Cunha,
Martins, and Machado (2018c).

16.1 CONTEXT

Two types of categorisation processes can be said to take place in con-
cept formation: perceptual and conceptual (Mandler, 2000). Perceptual
categorisation has to dowith perceptual features, i.e. what objects look
like, whereas conceptual categorisation is related to purpose and us-
age, i.e. affordances (Hedblom and Kutz, 2015). When defining a con-
cept (e.g. house), the perceptual features (i.e. how a house looks like)
are not enough and conceptual aspects should also be considered (i.e.
what it can be used for), as pointed out by Hedblom and Kutz (2015).
Despite this, little importance has been given to conceptual processes
in the domain of visual representation of concepts,with systemsmostly
focusing on perceptual features (shapes, colours, etc.).

Kuhn (2007) explored the idea that affordances can be modelled us-
ing image schemas. This notion has been used in the computational
modelling of concept invention and conceptual blending (e.g. Hed-
blom, Kutz, and Neuhaus, 2016). Image schemas are learned spatio-
temporal relations that can be seen as conceptual building blocks (e.g.
CONTAINMENT). Although they are not visual by nature, several authors
have used visualisations in order to make their ideas clearer to the
reader. Some examples are: SOURCE_PATH_GOAL and EQUILIBRIUM (John-
son, 1987) (Fig. 16.1); eight different visualisations for CONTAINMENT
(Bennett and Cialone, 2014); the PATH-FOLLOWING image schema fam-
ily (Hedblom, Kutz, and Neuhaus, 2015); CONTACT, SUPPORT, VERTICAL-
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Figure 16.1: Visual representation of SOURCE_PATH_GOAL (left) and EQUILIB-
RIUM (right), adapted from Johnson (1987).

Figure 16.2: Pictograms for escalator, luggage trolley and ferryboat

ITY and ATTRACTION (Hedblom et al., 2017); and MOVEMENT-ALONG-PATH
(Besold, Hedblom, and Kutz, 2017).

These visualisations of image schemas are aligned with spatial rela-
tions used in visual blending, for example, inside(x, y), used in the Pig,
Angel and Cactus experiment described in Section 6.2.1.2, or above(x, y)
used by Confalonieri et al. (2015). However, in these examples, spa-
tial relations are mostly used as an aid for element positioning. Con-
falonieri et al. (2015) blended computer icons, which were composed
of signs (e.g. a magnifying glass) and spatial relations between them.
Different meanings were attained depending on the combination of
sign and relation (i.e. a downwards-pointing arrow could lead to both
download X or download-to X, depending on the used relation). In the
Pig, Angel and Cactus experiment, we focused on perceptual aspects
and tried to produce visual blends by identifying the prototypical parts
of concepts and using previously defined spatial relations.

We propose that, in addition to perceptual features (e.g. prototypical
parts), affordances should be considered in systems for the visual rep-
resentation of concepts. These can be modelled using image schemas,
as suggested by Kuhn (2007). As such, the concept house can be rep-
resented using its prototypical parts (e.g. walls and roof) but also by
focusing on its affordance of being used as shelter – i.e. to offer pro-
tection. The idea of using image schemas in the visual representation
of concepts is also addressed by Falomir and Plaza (2019), who pro-
pose an approach to computationally model the understanding of con-
ceptual blends by a receiver agent. Their approach is based on disin-
tegration and decompression of input visual representations of novel
concepts (e.g. blended icons) and consequent recreation of the blends,
using qualitative spatial descriptors and image schemas. Despite the
alignment with our work, marked by the proposal of image schema in-
tegration in processes related to the visual representation of concepts,
the goal of Falomir and Plaza (2019) is different from ours. Whereas
they address understanding (from form to content or meaning), we
focus on generation (from meaning to form).
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16.2 APPROACH

In addition to perceptual features, the affordances related to concepts
can also be observed in pictograms of signage systems. For example,
the potential use of an escalator is represented using an arrow (Fig. 16.2)
and the idea of SUPPORT from a luggage trolley or a ferryboat is illustrated
through the inclusion of the entity that they support – a suitcase and a
car, respectively (Fig. 16.2). Moreover, other communication systems
also make use of image schemas for the representation of concepts
– e.g. see the use of SOURCE_PATH_GOAL in the distinction between en-
trance/exit or start/arrival, shown in Fig. 2.9.

Having these examples as inspiration, we present an approach for
the integration of affordances (using image schemas) in systems for
the visual representation of concepts through visual blending. We be-
lieve that image schemas can be used to guide the process and validate
the results, minimising the number of “nonsense” solutions, as argued
by Hedblom, Kutz, and Neuhaus (2018).

In this section, we first explain the approach and then we give some
illustrative examples to show the potential of considering conceptual
aspects in visual (conceptual) blending.

16.2.1 A 4-step pipeline

The proposed approach uses the following 4-step pipeline:

1. Identification of the concept: The first step consists in identify-
ing the concept to be visually represented. Computational ap-
proaches to the visual representation of concepts often allow the
user to freely introduce concepts. For example,Emojinating (Chap-
ter 8) takes as input single-word (e.g. bank) and double-word
concepts (e.g. mother ship).

2. Identification of image schemas: This step consists in identify-
ing image schemas related to the concepts, which is a challeng-
ing task. We identify several methodologies that can be used for
the identification of image schemas. Themethodology presented
by Kuhn (2007) usesWordNet glosses to extract image schematic
structures for concepts (e.g. identifying CONTAINMENT for house).
The gathering and analysis of example sentences for each con-
cept would allow the identification of possible image schemas re-
lated to them –matching human habitation and living quarterswith
the idea of “containing humans” (see the house descriptions in
Fig. 16.3, retrieved from the Oxford Dictionaries1 and WordNet2).
Other approaches focus on the extraction of spatial descriptions

1 en.oxforddictionaries.com
2 wordnet.princeton.edu

http://en.oxforddictionaries.com
http://wordnet.princeton.edu
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from text. One example is the Generalised Upper Model ontol-
ogy (GUM) by Bateman et al. (2010), which facilitates mappings
between natural language spatial expressions and spatial calculi
– using the preposition “on” indicates SUPPORT (e.g. “the suitcase
is on the luggage trolley” or “the car is on the ferryboat”) and us-
ing “in” indicates CONTAINMENT (e.g. “the suitcase is in the car”
or “the car is in the garage”). In this model, SUPPORT and CON-
TAINMENT are seen as subconcepts of “Control”, which is itself a
subconcept of “FunctionalSpatialModality”.

3. Gathering input visual representations: In the case of house, two
input visual representations would be needed for its visual rep-
resentation – the pictograms for building and person (as shown
in step 2 of house in Fig. 16.3). Following the same strategy as
the one usedwith Emojinating, a dataset of visual representations
and corresponding semantic information could be used. Such a
dataset allows matching concepts to visual representations (e.g.
the word baby used as input to Emojinating system leads to the
automatic retrieval of the baby icon shown in Fig. 16.4.

4. Production of visual representations: The last step concerns the
use of the gathered visual representations (e.g. building and per-
son) in combination with the identified image schema(s) (e.g.
CONTAINMENT) to generate visual representations of the concept
(e.g. house). This process of generation has several implementa-
tion issues of considerable complexity (positioning of elements,
image schema activation, etc.), which we will describe in more
detail in Section 16.3.

16.2.2 Illustrative examples

In order to show the potential of considering image schemas in systems
for visual representation of concepts, we start by presenting three ex-
amples of icons from signage systems that show how image schemas
are used in icon design (Fig. 16.3).

The first example is the icon for the concept house. The concept house
can be represented using only perceptual features (e.g. the icon shown
in step 1 only represents the roof and the walls of a house, see Fig. 16.3).
However, it can also use the affordance of serving as a shelter. In this
sense, it is important to mention that the roof shape may also be seen
as affordance-indicating and not purely perceptual. By considering the
affordance of serving as a shelter, one may relate it to the CONTAINMENT
image schema (Kuhn, 2007) – identified in the example descriptions
(“human habitation” or “living quarters”). The CONTAINMENT schema
implies a container entity and a contained entity, which can be respec-
tively linked to “building” or “dwelling”, and “human”, based on the



16.2 APPROACH 291

elevator

“A platform or compartment housed in a shaft 

for raising and lowering people or things to 

different levels”

“platform or cage that is raised and lowered 

mechanically in a vertical shaft in order to move 

people from one floor to another”

1

1

1

2 3

VERTICALITY CONTAINMENT

house

“A building for human habitation” 

“a dwelling that serves as living quarters

for one or more families”

bank

“A financial establishment that uses money 

deposited by customers for investment”

“institution that accepts deposits and channels 

the money into lending activities”

2

CONTAINMENT

2

CONTAINMENT

Figure 16.3: Identification of image schemas for house, bank and elevator, using
examples retrieved fromOxford Dictionaries andWordNet. The different types
of underline identify the steps taken in each example (best viewed in colour).

descriptions provided. This can result in a person sign placed inside of
a building (see step 2 of house example in Fig. 16.3).

If we consider the concept bank, we reach a similar situation to house.
Based on the action of “depositing” from the descriptions, we can also
establish a connection to the CONTAINMENT image schema. This con-
nection is further reinforced if we take into consideration other exam-
ples, such as the sentence “a bank account may contain funds, and if
it is empty we can put some additional funds into the account and
take them out again later” presented by Hedblom, Kutz, and Neuhaus
(2018). As we already mentioned, the CONTAINMENT schema associates
a container with something that it contains – in the case of bank and
based on the descriptions, these two entities can be matched with “es-
tablishment” or “institution”, and “money”, respectively. As such, a
possible representation can be a building sign that has a dollar sign in-
side (see the bank icon in Fig. 16.3).

A third example is the concept elevator, which is more complex as it
deals with a combination of two different image schemas. The repre-
sentation of complex abstract concepts using a combination of several
image schemas is also addressed by Kuhn (2007). The main idea be-
hind an elevator is its capability of moving upwards and downwards
– based on the descriptions “for raising and lowering” or “raised and
lowered mechanically” from Fig. 16.3. This can be translated into the
VERTICALITY image schema, which is associated with movement. When
dealing with static images, it can be represented using signs such as
arrows (see elevator step 2 in Fig. 16.3). However, VERTICALITY is not the
only image schema that can be associated with elevator – consider the
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question “what exactly does an elevator raise / lower?”. Similarly to
what happens with house and bank, elevator is also related to CONTAIN-
MENT. From the descriptions in Fig. 16.3, one can identify that the con-
tained entity for elevator is related to “people or things”, which justifies
the construction of the icon often used to represent elevator.

16.3 D I SCUSS ION

The examples analysed in Section 16.2.2 serve to show that there is
potential in considering image schemas in the visual representation
of concepts. Despite this, there are several issues regarding the imple-
mentation of the proposed approach. Moreover, the examples already
presented (house, bank and elevator) are based on existing icons and, as
such, they were analysed using a deconstruction method, which was
performed at a very superficial level and avoided most of the existing
issues. Using image schemas to generate novel visual representations
is more complex than portrayed in the given examples.

In this section, we identify issues that have to be considered when
using image schemas in a system for visual representation of concepts.
The majority of the concepts used in the examples were collected from
existing research work. We conduct a high-level analysis and interpre-
tation of visual representations. Nonetheless, it is important to high-
light again that decomposing visual representations into meaningful
elements in visual perception is a complex process. For further reading
on the topic, we refer the reader to Bateman, Wildfeuer, and Hiippala
(2017), Black et al. (2017), Engelhardt (2002), and Tufte (1997).

16.3.1 Image Schemas: Identification

Regarding image schema identification, one of the issues is that not
all concepts can be associated with image schemas and, as such, this
approach will not work in every situation. In fact, for the visual rep-
resentation of some concepts, perceptual features are more important
than conceptual ones (e.g. dog). Moreover, the actual identification of
an image schema from text is complex and a subject of study itself –
e.g. words related to CONTAINMENT (Bennett and Cialone, 2014) and ex-
traction of spatial descriptions from text (Bateman et al., 2010). Several
approaches can be explored to identify image schemas, e.g. the use of
metaphors associated with the concept being represented (we use this
approach in examples given in the following sections).

16.3.2 Image Schemas: Visual Representation

Putting aside the identification of image schemas and focusing on their
usage, there are some questions that need to be addressed. First, using
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a b c

Figure 16.4: Three visual representations for life based on the metaphor life
is a journey (Hedblom, Kutz, and Neuhaus, 2015), using different entities for
SOURCE (baby or baby in womb) and GOAL (old person or death).

image schemas in the visual representation of concepts assumes that
image schemas have a visual representation themselves. Despite this
being true for some – easier to represent (e.g. SOURCE_PATH_GOAL) and
even in line with spatial relations used in visual blending systems, e.g.
CONTAINMENT, (Confalonieri et al., 2015) – others are much more com-
plex and may not be so straightforward in terms of visual representa-
tion (e.g. EQUILIBRIUM in Fig. 16.1). As such, further study is required
to identify the image schemas more suitable for visual representation.

In addition, schemas that can be considered simple may end up hav-
ing an application more complex than initially expected. For example,
CONTAINMENT only requires two entities which are combined using an
inclusion relationship. Despite this, issues may arise when combining
these entities – this example will be further detailed in a later section
using the concept mother ship.

16.3.3 Image Schemas: Entities

Other image schemas regarded as simple may require extra signs in
addition to the entities in order to be fully represented. The image
schema SOURCE_PATH_GOAL, for example, can be visually represented
using two entities (A and B) connected by an arrow, which indicates
a transition between two points (Fig. 16.1). To use this image schema
in the visual representation of concepts, two entities need to be iden-
tified – A, the source, and B, the goal. This identification is not always
easy and may lead to different meanings, depending on the entities
chosen. Consider, for example, the three representations for the con-
cept life based on themetaphor “life is a journey” (Hedblom, Kutz, and
Neuhaus, 2015), as shown in Fig. 16.4. First, the metaphor associates
life to the image schema SOURCE_PATH_GOAL. As such, the two entities
need to be identified and several possibilities exist. The first one (solu-
tion a in Fig. 16.4) consists in considering the SOURCE as the initial stage
of life (infancy represented by a baby) and the GOAL as the last (old age
represented by an old person). Despite being a possible solution, if we
consider the GOAL as the end of life, it ismore correct to choose an entity
that represents death (portrayed using a skull in solution b). Similarly
and in order to be exact, the beginning of life is when the baby is still
inside the mother’s womb, which can be represented by assigning a
pregnant woman icon to the SOURCE (solution c). This example shows
that for the same concept, based on the same metaphor, and using the
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b
“look how far we’ve come”

c
“I don’t think this relationship 

is going anywhere”

d

a

Figure 16.5: Four visual representations for love based on the metaphor love
is a journey (Hurtienne, 2009), using different examples.

same image schema, several possibilities exist in terms of representa-
tion. This variety may also lead to different meanings – solutions a and
b represent the development of the baby, whereas solution c can in-
stead be interpreted as the progression of the mother towards death.

16.3.4 Image Schemas: Concepts and Descriptions

On the other hand, the application necessities of one image schema
may change depending on the concept being represented. For example,
changing the concept from life to love but maintaining the metaphor
“is a journey” (Hurtienne, 2009) leads to the same SOURCE_PATH_GOAL
image schema. The representation a of Fig. 16.5 follows the same pro-
cedure as the one used in life and consists in the SOURCE being two peo-
ple separate and the GOAL two people holding hands. However, if we
consider that the emphasis of journey is the path of each individual
towards a state in which they are together, it might make more sense
to represent the individual paths – b in Fig. 16.5 – which is different
in terms of representation. Moreover, the representations a and b are
based on the assumption that the journey is the path towards being to-
gether – which might be based on the description “look how far we’ve
come” – but using a different description (e.g. “I don’t think this rela-
tionship is going anywhere”) may lead to the exact opposite – as seen
in c of Fig. 16.5. There is even the possibility to use the two descriptions
together, which represents the “journey” from two people from being
separate to being together and ending up going separate ways again
(d in Fig. 16.5). In this last example, a middle point is added to “the
journey”, increasing the complexity of the image schema application.
These examples serve to show that the application requirements may
vary, even using the same image schema and the same concept.

The use of different descriptions for the same concept may also lead
to different image schemas, which completely changes the visual rep-
resentation. For example, love can also be represented by using the
metaphor “as unity” (Hurtienne, 2009). Thismetaphor infers that there
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love as unity

“We were made for each other”

"She is my better half”

“Theirs is a perfect match” PART-WHOLE

Figure 16.6:Visually representing loveusing themetaphor love as unity (Hurti-
enne, 2009) – examples used (left), initial visual representations (middle)
and visual representation for love (right).

are two parts that make a whole, which leads to the PART-WHOLE image
schema (see examples in Fig. 16.6). This image schema has a visual rep-
resentation entirely different from the SOURCE_PATH_GOAL – two entities
are now seen as parts from a whole. In SOURCE_PATH_GOAL the visual
representation was more or less intuitive, whereas in PART-WHOLE it is
not so obvious. One possible way to represent PART-WHOLE consists of
the followingprocedure: (i) identify the entities and gather their visual
representations (middle of Fig. 16.6); (ii) conduct a visual transforma-
tion to make them be seen as “parts” (e.g. cutting them in half); and
then the parts can be put together to make one single entity (right side
of Fig. 16.6). However, the transformation used may not work in every
situation and the final result might not have an easy interpretation.

16.3.5 Blending: Image Schema Activation

The blending process aims to represent the meaning of the concept,
which requires (i) the correct usage and the activation of the image
schema(s), achieved by (ii) a correct combination of the input visual
representations. In the previous example (love as unity), we already
addressed issues that concern how image schemas can be activated in
visual blending – transforming the input visual representations (e.g.
cut in half) and afterwardsmerging them into a single element in order
to activate the PART-WHOLE image schema.

Even using a simple image schema, e.g. CONTAINMENT, its activation
may prove to be problematic. The CONTAINMENT image schema can be
represented by one of the entities being placed inside the other. Con-
sider for example the visual representation of two concepts – (1) “be-
ing inside of a boat” and (2) “being inside of a car” – using input vi-
sual representations (a person, a boat and several versions of car, see
Fig. 16.7). One initial attempt to represent the two concepts might be
to use the bounding box of the container entity’s visual representation
for placement of the contained entity (row A, Fig. 16.7) . However, this
approach is not guaranteed to work and may lead to unwanted and
even opposite meanings – “swimming / drowning” (boat), “being out-
side of / next to a car” (car 1 and car 3 activate the IN-OUT image schema)
and “being run-over” (car 2).

Another approach may be to only consider part of the visual rep-
resentation (e.g. only considering the boat and excluding the water),
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A

CAR 3

B

C

D

BOAT CAR 1 CAR 2

Figure 16.7: Experiments with CONTAINMENT image schema using different
versions of boat and car.

use its bounding box for placement and apply the necessary transfor-
mations (e.g, rotation or scale) in order to place the contained entity in-
side it (see row B, Fig. 16.7). In addition to being dependent on context
knowledge (knowing which parts to use), this approach only works in
some cases (car 3) and may lead to incorrect solutions in others – car 1
and car 2.

A solution for “being inside of a boat” can be achieved by placing the
person on top of the boat (boat C). Although this works for boat, using
it with the car will not activate the CONTAINMENT image schema (car 1
and car 2) and may even activate other image schemas (e.g. UP-DOWN).
In the case of the concept “being inside of a car” using the input vi-
sual representations car 1 and car 2, the CONTAINMENT image schema is
only activated by considering visibility aspects, thoroughly adjusting
the layer order and placing the person behind the car structure (see row
D). Such adjustments are, however, complex to implement in an auto-
matic computational system, as they require context knowledge of the
concept and depend on the input visual representations.

The subject of image schema activation is studied by other authors.
Hurtienne (2009), for example, highlights the importance of “func-
tional geometry” (combining the “appropriate” objects in the spatial
scene) in image schema activation.

16.3.6 Blending: Combination

Having addressed the issue of activating an image schema, we now
focus on the combination of entities to achieve a given meaning. Con-
sider, for example, the concept mother ship, addressed by Hedblom,
Kutz, and Neuhaus (2016), which is highly related to the CONTAINMENT
image schema. The combination process is far from simple, even as-
suming that, for the visual representation of a given concept (e.g.mother
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a b c

Figure 16.8: Input visual representations for mother, baby and ship (left) and
three visual representations for mother ship (right).

ship), the adequate image schema is identified (e.g. CONTAINMENT), suit-
able entities are chosen (e.g. mother, baby and ship, see Fig. 16.8) and
the system has knowledge of how to correctly apply the image schema
(e.g. placing the contained entity inside the container entity). The first
issue concerns the assignment of the container and the contained enti-
ties. For mother ship this is not trivial as both mother and ship can be
seen as containers (mother may “contain” a baby and ship may “con-
tain” cargo). As such, different interpretations will lead to different
solutions (a and b in Fig. 16.8), which may not be considered valid – a
can be considered as nonsense and b may lead to other meanings (e.g.
the ship that carried Superman to earth when he was still a baby).

The solutions a and bwere produced in a process of visual blending
that only considered conceptual aspects from the individual entities
(mother and ship), using the spacial relation inside to represent CON-
TAINMENT. In these solutions, the combination was performed without
regarding conceptual aspects from the concept (mother ship), resulting
in two “nonsense” blends (a ship baby inside a human mother and a
human baby inside a shipmother). Although this may lead to possible
solutions in certain situations, mother ship can be seen as a conceptual
blend between the input spacesmother and ship and its visual represen-
tation should take this aspect into consideration. The idea behind the
conceptmother is not only of CONTAINMENT but CONTAINMENT of individ-
uals of the same class – the mapping betweenmother and ship asmother
ship is a ship that contains other ships (c in Fig. 16.8).

16.4 SUMMARY

Computational systems that generate visual representations of con-
cepts often focus on perceptual features. In this chapter, we highlighted
the potential of considering affordances in such systems.We described
a possible approach for their integration in systems such Emojinating
(see Chapter 8), based on the detection of image schemas related to the
concepts being represented. We presented several examples to show
the importance of image schemas in the design of visual representa-
tions (e.g. icons), identified issues that need to be addressed when im-
plementing the proposed approach and compared solutions in terms
of validity.

In this chapter, we made the following contributions: (i) the outline
of an approach to include affordances in a system for visual (concep-
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tual) blending, (ii) the analysis of a set of illustrative examples and (iii)
the identification of implementation issues that should be addressed
in the future.

The main implementation issues concern: (i) the identification of
the image schemas, (ii) the visual representation of image schemas,
(iii) the choice of the adequate entities, (iv) the meaning variation trig-
gered by using different examples, (v) image schema activation and
(vi) suitable combination of elements in the blending process. Despite
all these issues (and others that may also exist), we believe that there
is potential in the proposed approach for improving existing systems
that visually represent concepts.
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In Chapter 15, we outlined a roadmap for the development of visual
conceptual blends. Among other aspects, we highlighted the relevance
of the type of input objects in the process of blending. An example
given was the one of the blends dinosaur+park and dinosaur+fish, in
which the latter blend involved a mapping between similar parts (e.g.
heads) whereas the former did not (Fig. 15.6). In addition, the role of
similarity in the process of visual blending was also pointed out in
previous chapters – in Section 4.2.3 we describe how perceptual similar-
ity can be used to trigger a comparison mindset and in Section 5.3.2.4
we describe how alignment (perceptual and conceptual) is used in more
than half of the analysed visual blends from the Emoji Kitchen dataset.
In general, these two aspects (conceptual categorisation and alignment)
should be taken into accountwhenproducing visual conceptual blends.

Throughout the thesis, we have argued that emoji are especially suit-
able to be used as input in visual blending (see Section 7.6.3 for more
details). We explored this position by using them in most of the de-
scribed case studies (e.g. Emojinating in Chapter 8 and Moody Flags in
Chapter 14). In this chapter, we describe the development of an emoji
categorisation oriented towards visual blending. With this categorisa-
tion, we aim at producing another visual blending resource. A first ver-
sion of the categorisation was presented in Chapter 10 as it was used
to obtain ameasure of visual concreteness in the study therein described
(see Section 10.2.3) and published in the publication by Cunha et al.
(2020b). In this chapter, we describe the improvements thatweremade
to the categorisation and validate it with a user study.

In Chapter 5, we conducted an analysis of two datasets that included
visual blends. One of the datasets was Emoji Kitchen, which is com-
posed of blends between emoji. In our analysis, we identified common
transformations used to produce the blends. In the last part of this
chapter, we conduct a second analysis of the images of Emoji Kitchen us-
ing the developed categorisation with the goal of understanding how
categories can help to identify possible transformational patterns,which
may be useful for visual conceptual blending purposes.

17.1 CONTEXT

In a process of visual conceptual blending, it is useful to know the type
of objects being used in the blending, as well as assess similarities to
other objects. When it comes to using a dataset of source images, as is
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In this chapter, we described the development of an emoji cate-
gorisation oriented towards visual blending. We conducted a study
with users to validate the categorisation and conducted improvements
based on the results obtained. Then, we described the use of the cat-
egorisation for the analysis of visual blends from the dataset Emoji
Kitchen. Our analysis led to the identification of transformational pat-
terns of some emoji categories.

The categorisation and identification of common transformational
patterns can be considered as another emoji resource oriented towards
visual blending. In any case, we believe our approach may be used
with other datasets of images focused on the visual blending of single
objects. However, the datasets will likely need to be pre-processed to
be aligned with our categorisation, which is based on both thematic
and configuration. To fully assess how our proposal can be used with
other datasets, further studies are necessary.

In summary, the contributions of this chapter are: (i) the proposal of
an emoji categorisation oriented towards visual blending, (ii) its eval-
uation through a user study, and (iii) its application in the analysis of
visual blends and identification of transformational patterns.





Part VI

OUTLOOK

In the previous parts of this document, we have described
thework developedwithin the scope of this thesis. This last
part serves as an overview of the main contributions. We
revisit the research questions and discuss how they have
been addressed with the work that we conducted.
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In this thesis, we investigated the use of computational approaches for
the generation of visual representations of concepts. Our research hy-
pothesis is that computational approaches can be employed to produce vi-
sual representations of concepts, which can be useful for creativity fostering
in ideation activities and for facilitating comprehension in visualisation con-
texts. In addition, we identified three research questions that are re-
lated to the research hypothesis. To test the research hypothesis and
address the research questions, we developed a series of systems that
produce different types of visual output (pictograms, ideograms and
flags), which we validated with multiple user studies.

18.1 RESEARCH QUEST IONS REV I S I T ED

In Chapter 1, we formulated three overarching research questions. In
this section, we return to these questions and discuss how the devel-
oped work has allowed us to address them.

Research question A: Can Computational Approaches, in par-
ticular those based on Visual Blending, be used for the visual rep-
resentation of concepts?

This research question encompasses several aspects. From a broader
perspective, it concerns the capability of computational approaches to
visually represent concepts. At a first stage and to be able to assess
this capability, we surveyed the state of the art on computational ap-
proaches to the visual representation of concepts, which we described
in Chapter 3. With our study, we described how different computa-
tional approaches can be used for the representation of different con-
ceptual scopes – from single-word concepts to more complex struc-
tures, e.g. sentences. We have also identified the types of outputs of
existing approaches, for example, some focus on icon generation while
others on photorealistic compositions. Moreover, existing approaches
use different representation methods – some use an inline sequential
placement of images to attain a given meaning; others focus on com-
positional representation, in which multiple elements are brought to-
gether to produce a composition; and some employ a process of visual
blending, in which elements are combined to produce a hybrid whole.
Although we have explored an inline approach in the paper by Wicke
and Cunha (2020), the focus of our research is blending.

When analysing the case studies presented in this thesis (Blender,
Emojinating and Moody Flags), an important aspect to mention is that

321



322 CONCLUS ION

the conceptual scope is not the same in the three case studies. In the
first case study (Blender), described in Chapter 6, we developed a sys-
tem for the automatic generation of visual blends using a descriptive
approach but our exploration was limited to the combination of three
concepts (ormental spaces, as is the case): pig, angel and cactus. We stud-
ied the impact of prototypical elements, showing that representations
with prototypical elements were easier to be correctly perceived, i.e.
identify the two input concepts (Section 6.4). In a way, one may won-
der whether the focus of this exploration is the representation of a con-
cept or of the combination of two input concepts. The latter perspective
can be seen as leading to the invention of a new concept based on a pro-
cess of blending, which is aligned with the approach followed in the
exploration, involving a hybrid process of blending (conceptual and
visual). We consider that for visual representation the distinction be-
tween the two perspectives may be disregarded, as this approach can
certainly be used to produce blends that match, and thus represent,
an existing concept – e.g. boat-house in the experiments by Pereira and
Cardoso (2002). In contrast, the Emojinating system produces visual
representations for single-word and double-word concepts and has a
broader conceptual reach, not being limited to the combination of spe-
cific concepts. Lastly, Moody Flags is implemented to allow the visual
representation of the combination of a country, through its flag, and
a given single-word topic (concept). As such, the visual representa-
tion of the concept is done by changing the flag of the country. These
three approaches were used to explore different ways of visually rep-
resenting concepts through computational means, thus addressing re-
search question A. One inherent limitation of these knowledge-based
approaches concerns the amount of information the systems have ac-
cess to. For example, the exploration described in Section 6.4 (Blender)
was highly limited in terms of conceptual reach, as the input data had
to be manually produced for each of the three concepts (pig, angel and
cactus), which consisted in (i) a collection of visual representations and
their pre-processing to make them suitable to be used in the process
of blending, and (ii) construction of mental spaces in the format of se-
mantic networks. This sort of procedure is not scalable to be used in an
open-ended system for the visual representation of concepts.

In Moody Flags, we also conducted a task of collection of semantic
knowledge associated with flags of several countries (Section 14.3.1),
as well as preparation of Scalable Vector Graphics (SVG) flag files for
blending purposes. However, due to the nature of the system, this task
is intrinsically limited to the number of existing flags. On the other
hand, concerning the representation of the topic on the flag, the vi-
sual representation capability of the system is dependent on having
a broad conceptual reach. We established the goal of supplying the
system with as much knowledge as possible, giving it access to infor-
mation from two additional sources beyond the data associated with
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the flags (Section 14.3.2): a colour name dataset and also knowledge
related to emoji. Furthermore, usingmultiple sources of semantic infor-
mation has enabled us to explore different ways of representing con-
cepts – from low-level perceptual features (colour) to more complex
structures (emoji).

For the implementation of theBlender andMoody Flags, we conducted
tasks related to the preparation of the input visual representations both
in terms of structure (organising layers) and also of layer labelling.
These tasks were necessary for the implemented blending process to
occur and were key in the alignment between the visual and the con-
ceptual levels. Despite this, the two tasks were the main bottleneck for
the performance of the two systems. Differently, in Emojinatingwe did
not conduct a process of labelling the input representations (i.e. emoji)
mainly due to their high number. This consequently reduces the con-
nection between the visual and the conceptual levels but increases the
scalability of the process. Other authors employmethods of annotation
to prepare the input for the process of visual blending, e.g. Chilton,
Petridis, and Agrawala (2019) and Zhao et al. (2020) develop anno-
tation interfaces. Going back to the proposal by Tamés (2009) for the
development of a collaborative database that connects images and con-
cepts, we consider that the emoji set is partially aligned with their goal
through the association of different meanings to each emoji, which can
be computationally explored, as we demonstrated.

In Emojinating, we used a method to go beyond the initial limitation
of the input semantic knowledge. We developed a component called
Concept Extender that queries ConceptNet to obtain concepts that are re-
lated to a given one. There are two main advantages to the use of this
strategy. First, it allows the system to search for similar concepts when
it does not have visual knowledge for a given word. Second, it enables
the system to visually represent single-word concepts through visual
blending by extending the initial concept to double-word related ones.
These two points are key in achieving a broader conceptual reach. Nev-
ertheless, this strategy also has drawbacks. By extending to related con-
cepts, the resulting visual representation loses the connection to the
initial concept. For example, we may use a type-of relation in Concept-
Net to obtain a related concept. However, this does not guarantee a
successful representation, as is the case if one represents a higher level
category, e.g. fruit, by resorting to a lower-level one, e.g. banana. Simi-
larly, resorting to higher-level categories to represent lower-level cate-
goriesmay unintentionally result in neglecting some specific attributes
that are not normally shared by other categories – for example, using
flower to represent rose, dismisses rose-specific properties. Despite con-
sidering conceptual extension strategies a sub-optimal solution, it is a
way to produce visual representations in situations in which there is
a lack of visual information for a given concept. Other authors have
used similar strategies to obtain related concepts to a given one, e.g.
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man
apple

apple
man

wonder
woman

woman
wonder

Figure 18.1: Word order in blend production

Chilton, Petridis, and Agrawala (2019) use a process of collaborative
brainstorming with users. Bolognesi and Vernillo (2019) highlight the
role ofmetonymy in the depiction of abstract concepts through concrete
ones.

Going back to the analysis of the input of the developed systems, in
the case of Blender, a given combination of concepts is introduced into
the system, e.g. pig-cactus. However, the resulting blends can be consid-
ered to relate to two different views, interpreted as concepts, e.g. a cac-
tus pig and a pig cactus. In this sense, it is more appropriate to consider
that focus of the Blender is not exactly the representation of a specific
concept, even though its results can be seen as such. A contrasting ap-
proach is used in Emojinating in which the input has an ordered format
(the order of the words matters), e.g. apple man is different from man
apple (see Fig. 18.1). In Emojinating, we used a modifier-head strategy,
in which the first word of the concept is considered to be the modifier
and the emoji used to represent it takes the role of replacement. Despite
this, we consider that the connection between concept and visual rep-
resentation should be further explored in order to better understand
what makes the blend better represent the concept – a topic explored
by Pollak et al. (2015).

In addition, even though the replacement strategy based on a mod-
ifier-head structure used in Emojinating works in many cases, it does
not work for all: in Section 4.1.1 we have pointed out how different
methods can be used for the interpretation of noun-noun compounds.
This is especially complex for invented concepts – for example, apple
hat can be a hat made of apples, a hat used in apple picking, a tiny
hat made for an apple, a (probably overpriced) hat made byApple, etc.
From a visual blending point of view, these different interpretations
may involve different blending transformations (see our proposal for
a taxonomy of transformations in Section 5.2) – e.g. a representation
of an apple hat as a “hat made of apples” may resort to the multiplica-
tion of apples positioned in a hat shape, while as “tiny hat” it would
involve scaling and positioning on top of an apple. The decision be-
tween which blending strategy to use is not easy and may depend on
many factors, e.g. whether the goal is to produce a faithful and realistic
visual representation or a more creative and unconventional one.

Additionally, not all aspects are considered. For example, plurals are
not taken into consideration in Emojinating and the removal of stop-
words (described in Section 8.1.2) may lead to a change in meaning,
e.g. “Serpent of the Year” is not the same as “Serpent Year” but the



18.1 R E S EARCH QUE ST IONS REV I S I T ED 325

system produces the same results. Nonetheless, we do not consider
these issues problematic, as they are not critical for the goals addressed
in this thesis.

In regards to using blending as a method for visual representation
of concepts, we conducted user studies that allowed us to investigate
the subject. We analysed specific aspects related to concept representa-
tion: the impact of the concreteness of concepts in the performance of a
visual blending system (Q1 in Section 10.4), the difference between rep-
resenting single-word and double-word concepts (Q2 in Section 10.4)
and the relation between concreteness of concepts being represented
and the visual concreteness of the emoji used in their representation
(Q3 in Section 10.4). In Section 11.3, we assessed the use of different
blend types (juxtaposition, replacement and fusion) and concluded that
the usefulness of fusion in the Emojinating system is somehow limited.
The subject is further discussed in Section 12.3, in which a general anal-
ysis of Emojinating is conducted.

Our approachwith blendingwas to explore the combination between
visual blending and conceptual blending for concept representation.
Visual blending on its own may not have any conceptual ground, as
we have seen with the Emoji Kitchen dataset (Chapter 5). With its com-
bination with a conceptual level, our goal was to produce blends that
are conceptually grounded and represent the concepts on which they
were based. Despite having this goal, we consider that the conceptual
layer of the developed systems can be improved. In this sense, we intro-
duce the subject of visual conceptual blending and present a roadmap
for its implementation (Chapter 15).

Overall, we consider that we can answer positively to research ques-
tion A. The results obtained from the studies conducted with the de-
veloped systems show that the systems can produce visual representa-
tions of concepts: in Section 6.3.1 we have shown how the blends pro-
duced by the Blender system for combinations of the input concepts
(pig, angel and cactus) are similar to the blends drawn by users; a simi-
lar comparison is done between blends drawn by users and produced
by Emojinating (Section 12.2.1.2); in Sections 8.2 and 8.3, we have de-
scribed studieswith blends produced byEmojinating that show that the
system is able to visually represent concepts; and in Chapter 10, we de-
scribed a study that compared the performance of Emojinating in the vi-
sual representation of single-word anddouble-word concepts, address-
ing topics such as the impact of concreteness. Worth of mention is an
interesting result obtained in the study described in Section 12.2.1, in
which users had to draw visual representations for concepts and then
were shown blends produced by Emojinating for the same concepts. In
a few cases, the user was not able to draw a representation and con-
sidered the blend a good solution. Nonetheless, we consider that the
relation between blending strategy, visual representation quality and
interpretation is a matter that deserves further studying.
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Research question B: How can the user be integrated and al-
lowed to express their preferences?

To address this question, we employed different mechanisms with
the goal of allowing the user to interact with systems and influence the
production of visual representations. We explored the use of Artificial
Intelligence (AI) techniques, such as Evolutionary Algorithms (EAs)
and Interactive Evolutionary Computation (IEC), and different modes
of interactionwith the user, developing systems from fully autonomous
to co-creative ones. In Chapter 9, we described the implementation of
an IEC approach in Emojinating, in which the user is able to guide the
system towards the generation of solutions with desired characteris-
tics. The user can influence the system at two levels: at amacro level, an
Estimation of Distribution Algorithm (EDA)-inspired method is used
to make the system adapt to user preferences; at a micro level, the user
can select individuals to be reproduced by the system. In Section 9.3
we compared the evolutionary version of the system with a determin-
istic one, showing that with the interaction of the user the system can
evolve better solutions.

Moreover, this thesis is motivated by the possibility of developing
systems that can be used to aid in ideation activities by fostering the
creativity of the user. In this sense, the interaction between user and
system can be explored in a way that each side influences the other,
i.e. the user is able to express their preferences and affect the system
but the system is also able to somehow have a sense of preference and
take actions that may also have an effect on the user. This perspective
is addressed in a third version of Emojinating (Chapter 11), in which
the relation between user and system is improved to explore a more
co-creative collaboration. We compared the co-creative version of the
systemwith the evolutionary one in Section 11.3. All in all, we consider
that the implemented approaches enable the user to express their pref-
erences, which are then taken into consideration by the system for the
production of new solutions, thus addressing research question B.

In questions A and B, the main concern was the ability to computa-
tionally produce visual representations. Having established that com-
putational systems are able to produce visual representations of con-
cepts and that the user can guide the process towards solutions that
match their preference, we now focus on another important issue that
is covered in research question C.

Research question C: How are the generated symbols perceived
by users?

To address this question, we followed a development methodology
inwhich the implemented systems and their outputs were subjected to
user testing. The research question encompasses two different perspec-
tives, depending on who the user is: (i) user as a participant who has
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some kind of interaction with the system and (ii) user as an unbiased
observer, who had no contact with the system.

The first perspective (user as participant) was mainly studied with
Emojinating, as it was the system that allowed a greater interaction
from the user and was subject of development based on this interac-
tion (from evolutionary to co-creative). In this perspective, the user
knows the concept and evaluates the visual representations that are
shown to them. Most of the studies focused on an evaluation based
on quality of representation and degree of surprise: user study with
the deterministic version of Emojinating and double-word concepts in
Section 8.3; user studies with the evolutionary version of Emojinating
using concepts from New General Service List (NGSL) in Section 9.4,
and concepts fromNGSL and a double-word concept list in Section 10.4;
user study with the co-creative version of Emojinating using double-
word concepts in Section 11.3. These studies mostly focused on the as-
sessment of the capability of the system to visually represent concepts.
Nonetheless, one aspect worthmentioning is related to the user’s inter-
pretation of the system’s reasoning for producing a given symbol. As
the system resorts to related concepts, the produced representations
are often non-literal and require some kind of interpretation or de-
coding from the user. Interestingly, in many cases, the user comes up
with an explanation for the representation, even though it might not
be consistent with the reasoning from the system. Take, for example,
the representation of freedom that results in a symbol depicting a world
map and an arrow, which can be interpreted as freedom related to the
ability to move around. Despite this, the reasoning from the system is
much more simple, having extended “freedom” to “universal right”.
This way, the interpretation of the user does not match the system’s
conceptualisation but the symbol still works as a visual representation
from the user’s perspective. One may say that this is a happy coinci-
dence and an exploitation of the system, which can be framed as not
properly representing the concept in a way that matches the user’s in-
terpretation. However, we argue that this coincidence perfectly aligns
with the goals of the thesis in the sense that one of our objectives is
to aid in ideation, which is achieved by producing a symbol that the
user considers to represent the concept, even if the user’s interpreta-
tion does not match the system’s intention – the same can happen in
human co-creation by one creator interpreting another’s creation in an
unintended, yet perfectly suitable, way. On the other hand, the intro-
duction of explainability procedures may help in the understanding
between system and user. We have briefly addressed the subject with
Moody Flags by providing descriptions for the flags (Section 14.3.4).
Nonetheless, explainability in creative systems is worth further study-
ing, as highlighted by Llano et al. (2020), who provides an example
of the development of an advert for a toothpaste that resorts to visual
blending to produce solutions using explanations.
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The second perspective (user as an unbiased observer) was stud-
ied with the three systems and involved showing the generated sym-
bols to users and asking them for an interpretation. Regarding the first
case study (Blender), we showed generated symbols to users and asked
them to name the two input concepts (Section 6.4) – the representa-
tions with prototypical elements were easier to be correctly perceived.
Then, with Emojinating (Section 12.2.2), we asked users to identify
the concepts used to produce the visual blends. In Section 14.4, we
described a user study conducted with flags produced by Moody Flags
that had the goal of analysing the perception of the generated flags by
users, who had to identify the country, the change in the flag and also
themeaning of such change. These studies on perception show that the
generated symbols are not always easy to be correctly perceived but
can still be used for creativity fostering (leading to different creative
interpretations with Emojinating) and visualisation purposes (e.g. trig-
gering the interest of the observer to certain events with Moody Flags).

18.2 SUMMARY AND CONTR IBUT IONS

To break down the complexity of the problem addressed in this the-
sis, we divided the work into parts, which are reflected in the different
parts of this document. In the following paragraphs, we present an
overview of the several parts of this thesis.

In Part I, we provided an overview of core concepts related to thePart I:
State of the Art⋅ Visual
Representation of

Concepts⋅ Computational
Approaches

work described in this thesis and we presented existing approaches to
the visual representation of concepts through computational means.
First, in Chapter 2, we introduce the reader to the visual representa-
tion of concepts, addressing the definition of concept, visual properties,
semiotics and visual grammar. Then, in Chapter 3 we started by intro-
ducing the areas of Computational Design, Computational Creativity and
Computational Co-creativity, and then we reviewed the state of the art in
terms of computational approaches to the production of visual repre-
sentations of concepts.

In Part II, we presented Blending as an approach to the visual repre-Part II:
Intro to Blending⋅ Conceptual and

Visual Blending

sentation of concepts and the focus of the thesis. In Chapter 4, we intro-
duced the reader to the conceptual side of blending, i.e. Concept Com-
bination and Conceptual Blending (Section 4.1), and to Visual Blending
(Section 4.2), conducting an overview of both topics.We also provided
an analysis of the requirements for the implementation of computa-
tional systems for the visual representation of concepts using blend-
ing (Section 4.3), establishing a bridge between the conceptual side
and the visual side, and introducing the notion of Visual Conceptual
Blending. In Chapter 5, we conducted a study on Visual Blending us-⋅ Visual Blending

Study ing two different image datasets (VisMet and Emoji Kitchen) to identify
common transformations.

In Chapter 6, we described the development of a system for auto-⋅ Pig, Angel &
Cactus Experiment
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matic generation of visual blends using a descriptive approach. The ap-
proach consisted in the development of a visual descriptive language
composed of simple shapes, attribute-based and positioning relations,
bringing together the conceptual and visual aspects. We conducted ex-
periments using three base concepts: pig, angel and cactus. The system
(Blender) was composed of two modules: (i) the Mapper – receives the
input spaces of two concepts and produces analogies; (ii) the Visual
Blender – produces visual blends using the mappings produced by the
Mapper, visual representations for the two concepts and corresponding
list of relations among representation parts. The experimental results ⋅ User study focused

on perceptionshowed that the Blender is able to create analogies from input mental
spaces and produce blends that follow the rules imposed by its base
analogy and its relations. In our opinion, this approach allows an eas-
ier blending process and contributes to the overall sense of cohesion
among the parts. The experimentation conducted in this part allowed
us to identify limitations. Despite being able to take advantage of con-
nections between the conceptual and visual side, the experiments were
conducted using pre-selected and prepared input (pig, angel and cac-
tus), which makes it difficult to scale to a larger number of concepts,
thus being unsuitable for a multi-purpose and open-ended context. In
any case, the experiments allowed us to identify Visual Blending as an
approach with potential for concept visual representation.

Our work in this part resulted in the following publications:
• João Miguel Cunha et al. (2015). “Generation of Concept-Rep-

resentative Symbols.” In: Workshop Proceedings of the 23rd Interna-
tional Conference onCase-BasedReasoning (ICCBR-WS2015). CEUR

• João Miguel Cunha et al. (2017). “A Pig, an Angel and a Cactus
Walk Into a Blender: A Descriptive Approach to Visual Blend-
ing.” In: Proceedings of the Eighth International Conference on Com-
putational Creativity

It was also supported by the following publications, which were co-
authored:

• Miguel Cruz, Paul Hardman, and João Miguel Cunha (2018).
“ComputationallyGenerating Images forMusicAlbums.” In:Pro-
ceedings of the Ninth International Conference on Computational Cre-
ativity, Salamanca, Spain, June 25-29, 2018.Association for Compu-
tational Creativity (ACC), p. 309

• Carolina Gonçalves Lopes, João Miguel Cunha, and Pedro Mar-
tins (2020). “Towards Generative Illustration of Text.” In: Joint
Proceedings of the ICCC 2020 Workshops (WS 2020). Ed. by Max
Kreminski et al.

• PhilippWicke and JoãoMiguel Cunha (2020). “AnApproach for
Text-to-Emoji.” In: Proceedings of the Eleventh International Confer-
ence on Computational Creativity
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In Part III, we explored the use of Emoji and Visual Blending for vi-Part III:
Emoji⋅ Intro to Emoji

sual representation of concepts. We started by introducing the reader
to emoji, highlighting their potential for the representation of concepts
(Chapter 7). Then, taking into consideration the conclusions drawn in
the previous part and to address the identified limitations, we decided
to take advantage of the emoji connection between pictorial represen-
tation and associated semantic knowledge for the production of visual
representations. This consisted in the iterative development of a sys-
tem that we called Emojinating.

In Chapter 8, we described the first version of the Emojinating sys-⋅ Emojinating v1
(deterministic) tem, which relied on a deterministic approach and only used the emoji

most semantically related to the input-concept in the blending process.
Emojinating combines data from ConceptNet (Speer and Havasi, 2012),
EmojiNet (Wijeratne et al., 2017b) and Twitter’s Twemoji. The system
takes single-word or double-word concepts as input, searches exist-
ing emoji semantically related to the input concept and complements
this search with a visual blending process that generates blends. There
are two main tasks – retrieval of existing emoji that match the intro-
duced concept (T1) and generation of new possibilities through visual
blending (T2) – which are conducted using three components: (i) Con-
cept Extender (searches ConceptNet for related concepts to the one intro-
duced by the user); (ii) Emoji Searcher (searches emoji based on words
given as input, using semantic data provided by EmojiNet); and (iii)
Emoji Blender (receives two emoji as input and returns a list of possible
blends). The output of the system is composed of existing emoji – i.e.
emoji that directly match the query word(s) – related emoji – i.e. emoji
that match a concept related to the queried one, obtained with Concept-
Net – and generated blends. The number of elements in each of these
sets varies in quantity, depending on the data found.

In order to assess the performance of the system, we used a set of⋅ Study performance
with NGSL 1509 nouns from the NGSL (Section 8.2) – a core vocabulary for second

language learners (Browne, 2014) – and the results show that the sys-
tem is able to present the user with concept-representative results for
75% of the nouns (1144 out of 1509). To further assess the system’s per-⋅ User study with

double-word
invented concepts

formance, a user study was conducted with 22 participants using a list
of ten randomly generated double-word concepts (Section 8.3), e.g.
“Silent Snake”. Blends were produced for each of the concepts using
the system, which were then shown to the participants, who evaluated
three aspects: ability to represent concepts, quality of the blends and
degree of surprise. Overall the system was able to produce concept-
representative blends and, for many cases, the participants stated that
results were different fromwhat they were expecting. Nonetheless, we
identified some limitations in the conducted studies: the study with
the NGSL concepts mostly focused on the capability of the system in
terms of production effectiveness – i.e. whether the system is able to
produce results – and on the origin of the semantic knowledge behind
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the emoji gathered by the Emoji Searcher component, giving little at-
tention to the performance in terms of representation quality; and the
study with generated concepts had little reliability due to being based
on invented concepts. Moreover, the implemented system did not em-
ploy an effective strategy for exploring the search space, thus not guar-
anteeing that the obtained solutions were the best.

In order to improve the exploration of the search space and allow the ⋅ Emojinating v2
(evolutionary)user to be able to influence the results of the system, we developed an

interactive evolutionary approach, which we described in Chapter 9.
The approach has a two-level evolution: on a macro level, it uses a
method that takes inspiration from Estimation of Distribution Algo-
rithms to direct the search to areas that match the user preference; on
a micro and more specific level, it uses a standard Evolutionary Algo-
rithm to focus the evolution on certain individuals. With the evolution-
ary approach, the user is able to assign fitness to individuals and store
them in the archive.

To assess the performance of the evolutionary system,we conducted ⋅ User study
deterministic vs
evolutionary

two user studies. First, we compared the two versions of the system (de-
terministic and evolutionary) using a user survey with 31 participants
(Section 9.3). The results showed that the evolutionary approach was
able to produce improved blends in four out of the ten concepts. Sec-
ond, we conducted a survey with eight participants, in which each ⋅ User study with

NGSLparticipant generated blends for nine concepts from the NGSL (Sec-
tion 9.4). The results showed that the evolutionary approach allows
the exploration of more of the search space and is able to present the
user with better solutions.

Even though we had already conducted several studies, we consid- ⋅ User study
single-word vs
double-word

ered that the number of analysed concepts was still low and, aside
from the randomly generated concepts (Section 8.3), only single-word
concepts had been tested. Moreover, the analysis in Chapter 9 mostly
focused on the performance of the evolutionary approach, overlook-
ing questions regarding the blends (e.g. emoji used), and no statisti-
cal analysis was conducted. For these reasons, we tested the system
with a double-word concept list, conducted further user-testing with
the NGSL dataset (single-word concepts), and compared the results,
which we describe in Chapter 10. The study used a mixed-methods
approach, combining quantitative (e.g. number of generations, evalu-
ated blends per generation, etc.) and qualitative methods (how well a
concept is represented by the system and surprise degree), and com-
pared the performance of the system with single-word concepts and
double-word concepts, focusing on output quality and impact of con-
creteness in the blending process. We identified that participants were
exploiting the system by selecting blends inwhich one of the emoji was
hidden – this mostly occurs in concrete single-word concepts. Overall,
the results obtained indicate that our visual blending approach is less
useful in the representation of single-word concepts.
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Despite being able to evolve solutions that match the user’s prefer-⋅ Emojinating v3
(co-creative) ences,we considered the system to have a somewhat passive behaviour,

as the actions of the system are mostly directly triggered by the user.
In Chapter 11, we described a new version of Emojinating, which was
developed with the goal of instilling a more active behaviour to the
system, allowing it to self-evaluate and adapt to context, and increas-
ing the capability of adequately responding to user actions, thus im-
proving the co-creative relation. This way, we enhance the creative be-
haviour of the system, increasing its autonomy and improving the co-
operative character of its interaction with the user. In general, the sys-
tem is able to learn from the user behaviour, which is observed in the
storing of similar blends in its archive (e.g. if the user selects blends
with a large exchanged area, the system tends to replace the blends in
its archive tomatch the user preference). Moreover, the system archive
is useful to highlight blends that the user may have missed. The inter-
action with the system allows the user to evolve solutions that match
their preferences and, at the same time, both the user and the system
influence the perception of one another, leading to novel ideas.

Regarding visual blend types, the deterministic and evolutionary
versions of the system only produce blends using juxtaposition and re-
placement. In the co-creative version, we implemented fusion. In Sec-
tion 11.3, we compare the impact of different types of blend in the gen-⋅ User study

evolutionary vs
co-creative

eration process by conducting a user study. The results show that jux-
taposition and replacement are used in the majority of the exported
blends. Fusion does not seem to be very useful and may only add un-
necessary variability. Nonetheless, the different blend types may have
different advantages and, for this reason, fusion may be useful for spe-
cific kinds of blends (e.g. involving faces).

In Chapter 12, we made an overall analysis of the development of⋅ User study on
usefulness and

perception
Emojinating. Then, we conducted a user study focused on the analy-
sis of two topics related to the production of visual blends: usefulness
and perception. The results showed the benefits of using Emojinating
in ideation and for creativity fostering.

Our work in this part resulted in the following publications:
• João Miguel Cunha, Pedro Martins, and Penousal Machado

(2018b). “How Shell and Horn make a Unicorn: Experimenting
with Visual Blending in Emoji.” In: Proceedings of the Ninth Inter-
national Conference on Computational Creativity, Salamanca, Spain,
June 25-29, 2018. Pp. 145–152

• João Miguel Cunha, Pedro Martins, and Penousal Machado
(2018a). “Emojinating: Representing Concepts Using Emoji.” In:
Workshop Proceedings of the Twenty-Sixth International Conference on
Case-Based Reasoning (ICCBR 2018), Stockholm, Sweden, p. 185

• João M. Cunha et al. (2019a). “Emojinating: Evolving Emoji
Blends.” In: Proceedings of the Eighth International Conference on



18.2 SUMMARY AND CONTR I BUT IONS 333

Computational Intelligence in Music, Sound, Art and Design, Evo-
MUSART 2019, Held as Part of EvoStar 2019, Leipzig, Germany, April
24-26, 2019. Ed. by Anikó Ekárt, Antonios Liapis, and María Luz
Castro Pena. Cham: Springer International Publishing, pp. 110–
126. ISBN: 978-3-030-16667-0

• João Miguel Cunha et al. (2019b). “Assessing Usefulness of a Vi-
sual Blending System: “PictionaryHasUsed Image-makingNew
Meaning Logic for Decades. We Don’t Need a Computational
Platform to Explore the Blending Phenomena”, Do We?” In: Pro-
ceedings of the Tenth International Conference on Computational Cre-
ativity, UNC Charlotte, North Carolina, June 17-21, 2019.

• João M. Cunha et al. (Sept. 2020b). “Visual Blending for Con-
cept Representation:ACase Study onEmoji Generation.” In:New
Generation Computing. DOI: 10.1007/s00354-020-00107-x. URL:
https://doi.org/10.1007/s00354-020-00107-x

• João Miguel Cunha, Pedro Martins, and Penousal Machado
(2020a). “Emojinating Co-Creativity: Integrating Self-
Evaluation and Context-Adaptation.” In: Proceedings of the
Eleventh International Conference on Computational Creativity

In Part IV, we focused on other domains in which visual representa- Part IV:
Other
Applications

tion of concepts has application potential. In particular, we explored
how the visual blending engine developed for Emojinating can be used
for other purposes. In this part, we described its application in two dif-
ferent cases: Data Visualisation and Flag Generation.

In Chapter 13, we explored the use of Emojinating’s engine for In- ⋅ Application in
Data Visualisationformation Visualisation. Several authors point out that it would be ad-

vantageous for a glyph-based visualisation tool to have different types
of data glyphs – graphical objects that possess visual features, which
can be assigned to data variables to produce a visualisation. The tool
would allow the user to choose glyphs more related to the data being
represented. Such a tool is normally considered difficult to implement,
as it would require a large repository of glyphs prepared for data rep-
resentation. We propose a strategy that uses Emojinating’s engine to
fulfil the two requirements, allowing the production of glyphs related
to the data thematic (literal and non-literal). We compare the used ap-
proaches with current glyph techniques and discuss the results.

InChapter 14,wedescribed the development of a system calledMoody ⋅ Moody Flags
Flags, which generates flags based on trending topics of countries, re-
trieved from real-time news. The process of producing flags involves
the search for elements thatmatch a queriedword,which are then used
to transform the original flag. The first step was the construction of a
dataset of semantic and visual flag data. The dataset is used for the
queried word search, which is conducted in three different places: el-
ements of existing flags, colour names and emoji (using Emojinating’s

https://doi.org/10.1007/s00354-020-00107-x
https://doi.org/10.1007/s00354-020-00107-x
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engine). We explored the notion of “mutable flag” and combined it
with the concept of reactivity. Our main goal was to generate flags that
continuously changed to represent current events, instilling a quality
of “being alive” into them and assessing how visual elements of a flag
can be used to encode concepts in their design.

To assess the perception of generated flags, we conducted a user⋅ User study on
perception study with 16 participants. The results show that the participants can

identify the original flag but they have difficulty in identifying the
meaning of the changes applied to the flags. The user study points to
the potential of generated flags to raise awareness of certain events.
Moreover, we aimed to explore the limits of the use of a national flag,
questioning topics of flag misappropriation and national identity.

Our work in this part resulted in the following publications:

• João Miguel Cunha et al. (2018). “The Many-Faced Plot: Strat-
egy for Automatic Glyph Generation.” In: Proceedings of the 22st
International Conference Information Visualisation (IV), 2018. IEEE
Computer Society

• João Miguel Cunha et al. (2020c). “Ever-changing Flags: Trend-
driven Symbols of Identity.” In: 8th Conference on Computation,
Communication, Aesthetics &X (xCoAx 2020). Ed. byMario Verdic-
chio et al.

• João Miguel Cunha, Pedro Martins, and Penousal Machado
(2020b). “Ever-changing Flags: Impact and Ethics of Modifying
National Symbols.” In: Proceedings of the Eleventh International
Conference on Computational Creativity

We also presented our work at the European Conference on Artifi-
cial Intelligence 2020: “Flags of Change: Representing the Mood of a
Country” ECAI 2020 (ART AND ARTIFICIAL INTELLIGENCE Workshop).

In Part V, we focused on open questions of visual representation ofPart V:
Towards Visual

Conceptual
Blending (VCB)

concepts, proposing a roadmap on future developments that can lead
to the implementation of visual conceptual blending systems (Chap-
ter 15) anddescribing useful resources. Despite having developed tech-⋅ Roadmap for VCB niques for the visual representation of concepts anddemonstrated their
potential through a series of user studies, there are several domains
that can be explored to improve existing systems. In Chapter 16, we⋅ Image Schemas
propose an approach to include affordance-related features in systems
for the visual representation of concepts, by using image schemas. We
first deconstruct often used icons to show the role of image schemas,
then we use examples to illustrate how visual representations can be
produced using image schemas. In Chapter 17, we presented the devel-⋅ Categorisation

oriented towards
visual blending

opment of a categorisation of emoji oriented towards visual blending.
The categorisation is based on three criteria: (i) distinction between
entities, objects and places; (ii) thematic (e.g. Animals and Food); and
(iii) visual characteristics and similarity (e.g. distinguishing between
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faces and full bodies). Our goal was to produce a useful resource for vi-
sual conceptual blending, taking advantage of the emoji set as a coher-
ent image dataset, as well as, its large associated semantic knowledge.
We validate the categorisation through a user study conducted on the ⋅ Validation with

User studycrowdsourcing platform Appen. In the last part of the chapter, we use
the categorisation to conduct a second analysis of the images of Emoji
Kitchen. This analysis allowed us to identify transformational patterns ⋅ Emoji Kitchen

analysis with the
categorisation

for specific emoji categories. With this work, we aimed at providing
support for future research on visual conceptual blending.

Our work in this part resulted in the following publications:

• João Miguel Cunha, Pedro Martins, and Penousal Machado
(2018c). “Using Image Schemas in the Visual Representation of
Concepts.” In: Joint Proceedings of the Workshops C3GI: The 7th
International Workshop on Computational Creativity, Concept Inven-
tion, and General Intelligence ISD4: The 4th Image Schema Day, and
SCORE: From Image Schemas to Cognitive Robotics, Bozen-Bolzano,
Italy, December 13-15, 2018. CEUR

• João Miguel Cunha, Pedro Martins, and Penousal Machado
(2020d). “Let’s Figure This Out: A Roadmap for Visual Concep-
tual Blending.” In: Proceedings of the Eleventh International Confer-
ence on Computational Creativity

• João Miguel Cunha, Pedro Martins, and Penousal Machado
(2020c). “Knowledge in Computational Design: Typography,
Emoji and Flags.” In: Joint Proceedings of the ICCC 2020 Workshops
(WS 2020). Ed. by Max Kreminski et al.

Concerning the dissemination of our research, most of the contribu-
tions were presented at international conferences and published in in-
ternational journals, and have been listed throughout this section. We
were able to disseminate our work in several areas, such as Compu-
tational Creativity (e.g. Cunha et al., 2017), Information Visualisation
(e.g. Cunha et al., 2018) and Computational Design (e.g. Cunha, Mar-
tins, and Machado, 2020c).

Our work has won the Best Poster Award at EvoStar 2019 – poster
“Emojinating: Evolving Emoji Blends” by João Miguel Cunha, Nuno
Lourenço, João Correia, Pedro Martins and Penousal Machado, based
on the work described by Cunha et al. (2019a).

We were invited to attend the Dagstuhl Seminar “Computational
CreativityMeetsDigital Literary Studies” towhichwe contributedwith
a presentation. The abstract of the presentation was published in the
Dagstuhl Reports:

• JoãoMiguel Cunha andAmílcar Cardoso (2019). “FromConcep-
tual Blending to Visual Blending And Back.” In: Computational
Creativity Meets Digital Literary Studies (Dagstuhl Seminar 19172)
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– Dagstuhl Reports. Ed. by Tarek Richard Besold et al. Vol. 9. 4,
p. 92

In addition, we disseminated our work on exhibitions and demon-
stration sessions.

• “Emojinating:HookedBeings”waspart of the exhibition ofArtech
2019 (Cunha, Martins, and Machado, 2019);

• “Emojinating: Hooked Beings” was exhibited at GO Romaria Cul-
tural, Gouveia, July 2021;

• “Ever-changing Flags” was part of the demo session at ICCC’20
(Cunha, Martins, and Machado, 2020b).

We were invited to integrate the team of columnists from “The Cre-
ativity Post” to write about the development of our projects. Despite
having a blog format,wehave taken advantage of “TheCreativity Post”
to increase our reach in regards to the general public.

In this thesis, we developed several explorations to address the com-
putational generation of visual representations of concepts, which we
evaluated with user studies focused on effectiveness and perception.
We have shown that Computational systems for the visual representa-
tion of concepts can be used to aid in ideation processes by stimulat-
ing creativity. As for future work, we consider that our research has
opened paths for future research. First, the work developed on visual
blending and its transformational mechanisms still has many aspects
to be explored. Second, we have explored the production of concept-
representative symbols but we have not addressed how these can be
explored in a language system. In this sense, a possible line of research
is to study how visual languages can be produced through computa-
tional means. Third, we view our proposal of a roadmap for visual
conceptual blending as one of the first steps in a line of research that
we hope will lead systems with a better integration of the conceptual
and visual levels.

In parallel and, in great part, due to thework described in this thesis,
we had the honour to participate in the organisation of several scien-
tific activities, from which we highlight the International Conference
on Computational Creativity (ICCC), and to be invited to take a role in
the board of international associations, such as the Association for Com-
putational Creativity. We also had the pleasure to integrate the Compu-
tational Creativity Task Force (Cunha et al., 2020a), a working group es-
tablished to support the collective advancement of the Computational
Creativity (CC) research community, which allowed us to collaborate
with other researchers, who shared our the passion towards CC (a brief
mention to Anna Kantosalo, Christian Guckelsberger, Kazjon Grace,
Paul M. Bodily and Sarah Harmon). These activities have allowed us
to broaden our perspective on the field of CC and to take part in its
development, which we consider a major contribution of this thesis.
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