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Abstract
This paper presents our work on the computational creation of photorealistic face images with a focus on how we trans-
formed our generative and evolutionary system X-Faces into an interactive Media Art installation entitled Portraits of No 
One. The X-Faces system resorts to Computer Vision and Computer Graphics to automatically create new face images by 
recombining facial parts extracted from existing examples, along with Evolutionary Computation and Machine Learning 
to automatically explore the vast space of composite faces that can be generated. This system consistently generates face 
images with great photorealism and value, for example, for Data Augmentation or to assess and improve the performance 
of face detectors. In this paper, we describe how we explored the capabilities of X-Faces in a Media Art context. The result, 
the interactive installation Portraits of No One, synthesis and displays facial portraits on the borderline between the real 
and artificial using the facial features captured from its audience. The photorealism of the faces displayed in the installation 
space invoked the capabilities of Artificial Intelligence to generate content that makes people question its veracity. With the 
installation Portraits of No One, we allow people to engage with X-Faces and to be part of them.

Keywords Artificial intelligence · Computer graphics · Computer vision · Evolutionary computation · Image generation · 
Media art

Introduction

Recent advances in Computer Vision (CV) supported 
the emergence of detection and recognition tools that are 
increasingly more capable. This enabled the emergence of 
Artificial Intelligence (AI) techniques that allow the quick 

and easy generation of images that achieve a high level 
of photorealism. This paper presents our research on the 
computational generation of face images. This research has 
its genesis in our goal to expand existing datasets of face 
images by using Evolutionary Computation (EC) to evolve 
new face examples consisting of recombinations of the origi-
nal ones. We developed a generative process based on CV 
and Computer Graphics (CG) techniques that enables the 
automatic recombination, or exchange, of the facial parts 
(i.e. eyebrows, eyes, noses and mouths) from existing face 
images and, this way, generate new composite faces. To fully 
explore this generation process, we employed EC, combined 
with an automated fitness function based on the response of 
the classifier, to automatically find generated faces that are 
photorealistic and put existing face classifiers to the test [1]. 
We called the generated faces X-Faces (after eXploit Faces). 
Afterwards, we successfully used this approach to perform 
Data Augmentation (DA) on Face Detection (FD) datasets 
and retrain the classifier to improve its performance [2].

More recently, we explored the capabilities of the devel-
oped approach in a more artistic context. The result is the 
interactive Media Art installation Portraits of No One [3]. 
This installation generates and displays portraits of human 
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faces by recombining the facial parts that are retrieved from 
the faces of its audience (see Fig. 1). Whenever users give 
their faces to the installation, they will immediately see parts 
of their faces contaminating the ever-changing portraits that 
are projected on the walls. In a way, one could say that the 
installation feeds on the faces of people who interact with 
it. The photorealism of the portraits makes people question 
themselves about the veracity of what they are seeing, which 
is located somewhere on the borderline between the real and 
artificial. This installation was designed for Sonae Media Art 
Award 2019, selected as a finalist artwork and, consequently, 
exhibited at the National Museum of Contemporary Art, in 
Lisbon, Portugal. In this paper, we describe the application 
of the X-Faces system in a Media Art scenario to create the 
installation Portraits of No One.1 

The remainder of this paper is organised as follows. Sec-
tion 2 overviews related work both on the computational 
generation of human face images and generated faces in 
visual art. Section 3 presents our approach to generate face 
images. Section 4 describes the application of this approach 
to create an interactive media art installation. Finally, Sect. 5 
presents our conclusions and directions for future work.

Related Work

In the context of this work, we are focused on the study 
of the computational generation of human faces, developed 
with two main purposes: (i) to generate new face images 
with DA purpose; and (ii) to creatively use artificial gener-
ated human faces in visual artworks, especially in a Media 
Art scenario.

Computational Generation of Face Images

The computational generation of new images instances, 
especially faces, to augment the baseline training datasets 
has been explored using multiple techniques and by multiple 
authors. The techniques available range from simple trans-
formations, e.g. rotation, scale, flip horizontally or vertically; 
to more complex ones, e.g. adding noise, filters, distortions 
[4]. However, these techniques are generic image processing 
operations which do not exploit knowledge of the underlying 
problem domain to generate new instances [5]. However, 
some approaches take advantage of the problem domain. 
Jiang et al. [6] proposed a 3D reconstruction methodology 
to augment the existing face images in different poses, illu-
minations and expressions. Mohammadzade and Hatzinakos 
[7] used subspace projection of facial expressions to generate 
new facial expressions. The use of a Deep Neural Network 
(DNN) in the process is also explored. Seyyedsalehi and 
Seyyedsalehi [8] used DNN to extract under unconstrained 
conditions, the expression, the pose and identity of a set of 
face images, generating new instances based on an input 
image. With the same objective, Nirkin et al. [9] employed 
a DNN for face swapping under unconstrained conditions 
showing that they can generate a considerable amount of 
face images that improve the base model on face recogni-
tion. More recently, Lv et al. [10] presented different face 
augmentation algorithms, including landmark perturbation, 
and synthesis methods to generate face images with different 
glasses, haircuts, poses and illuminations. They show that 
the models trained with generated face images achieve a 
similar performance when compared to deep models trained 
with a much larger dataset. More recently, with the introduc-
tion of Generative Adversarial Networks (GANs), several 
variations of this algorithm and network architectures were 
reported. The state of the art algorithm is the StyleGAN, 
able to generate high-resolution images on a variety of data-
sets [11, 12]. One of the most notable deployments of this 
model is the This Person Does Not Exist project [13] that 

Fig. 1  Environment of the installation Portraits of No One. Photo by José Paulo Ruas/DGPC 2019

1 Supplementary materials and information about this installation 
Portraits of No One are available at https:// cdv. dei. uc. pt/ portr aits- of- 
no- one/.

https://cdv.dei.uc.pt/portraits-of-no-one/
https://cdv.dei.uc.pt/portraits-of-no-one/
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shows photorealistic faces generated by StyleGAN. These 
are impressive results but at this point in time it is compu-
tationally expensive to train and deploy a model with the 
characteristics of StyleGAN to have control of the faces that 
are generated.

The employment of EC under DA of face image data-
sets was explored by different authors. The following works 
have a crucial factor in common: using the output of the 
classifier to assign fitness. Chen et al. [14] used a Genetic 
Algorithm (GA) to generate faces, where the encoding of 
the individuals is a vector of integers representing the pixel 
intensity values. The variation operators are image filters and 
segmentation of predefined parts (e.g. forehead, eye, nose 
and mouth). Machado et al. [15] used Genetic Programing 
(GP) to evolve images for the dataset of negative examples, 
i.e. instances that do not contain a face. The individuals 
are encoded as expression trees that generate images. The 
evolved images that were incorrectly classified as positive 
instances were selected to improve the negative dataset. The 
augmented dataset was used to train the classifier and, this 
way, improve its performance.

Generated Faces in Visual Art

In the Media Art context, the exploration and generation of 
human faces as a subject for visual art is widely explored, 
mainly throughout the exploration of tools such as video 
capturing, FD techniques and/or custom-made software. 
Early developed artwork includes for instance the instal-
lations Video Narcissus (1987) by Shaw [16], Interfaces 
(1990) by Kac [17] or Solitary (1992) by Biggs [18]. This 
subject has become even more popular recently due to the 
technological advances in CV. This way, visual artists are 
exploring these technologies with three main purposes in 
mind: (i) to create more engaging artistic experiences that 
enable the users to participate in the artwork; (ii) to create 
interfaces that enable the users to interact with each other; 
and (iii) to generate artificial human faces.

CV technologies are employed to gather audience fea-
tures to be used in the creation of artworks and, at the same 
time, to create a more engaging artistic experience for their 
artwork. The interactive installation Reface (2007) by Levin 
and Lieberman [19] generates group portraits of its audience 
employing this principle. The group portraits are generated 
through the combination of videos’ excerpts of mouths, eyes 
and brows from different users that interact with the instal-
lation. Also, the users may interact with the artwork using 
eye blinks. In 2015, Howorka [20] developed a digital mirror 
that displays an average face of all people who have been in 
front of the installation. In 2019, Al Tawil [21] presented 
the installation IDEMixer that generates live portraits of the 
participants by blending pairs of faces captured by two dif-
ferent cameras. In the same year, Suhr [22] presented the 

interactive multimedia performance I, You, We. During this 
performance, users are invited to take a photo. The photo-
graphs are, subsequently, rendered and combined between 
them, and with other visuals, in a live video that runs in 
the background. Simultaneously, the performer changes the 
colours of the video through improvisation with a violin 
and/or a cello.

Some artworks explore these technologies, using the 
faces of the users as a visual artefact to promote novel ways 
for the audience to interact with the artwork and with each 
other, in a direct or indirect way. The installation Sharing 
Faces developed by McDonald, in 2013 [23], behaves as a 
mirror between two locations: Anyang, in South Korea, and 
Yamaguchi, in Japan. When users approach the installation, 
in one of the locations, it tracks their facial expressions and 
matches them, in real-time, with facial expressions of other 
people who have already stood in front of the installation 
in the other location. The artists Lancel et al. [24] devel-
oped the installation Saving Face, in various geographical 
contexts, between 2012 and 2016. In this artwork, portraits 
of users are blended and displayed on public screens. The 
intensity of each blend is determined by the number of times 
users made gestures of “take care” on their faces. In 2015, 
Lozano-Hemmer [25] designed the interactive installation 
Level of Confidence, which uses a face recognition system 
trained to find similarities between a given face and the faces 
of forty-three disappeared students in a cartel-related kid-
napping in Iguala, Mexico, in 2014. Whenever users stand 
in front of the installation, it captures their faces and unveils 
the most similar student and how accurate this match is. In a 
similar way, Daniele [26] developed the installation This is 
not Private, which enables people to see some of their facial 
features in the faces of someone else. When users stand in 
front of a screen watching an interview, their faces slowly 
merge with the face of the person who is being interviewed. 
The intensity of the merge is determined by the similarity of 
the expressions between the user and the interviewee.

On the other hand, some artworks are created only with 
the goal of generating artificial portraits. Portraits of Imagi-
nary People series, developed by Tyka [27], in 2017, pre-
sents a series of portraits generated with a GAN trained 
with thousands of photos of human faces. In 2017, Moura 
and Ferreira-Lopes [28] explored the creation of imagined 
faces, which resemble ghost faces, based on false-positive 
detections on visual randomness. In 2018, Klingemann [29] 
developed the Neural Glitch technique that consists in the 
random manipulation of the trained weights of GANs to gen-
erate new images including artificial portraits.

The state-of-the-art approaches to the generation of new 
artificial faces mostly use DNNs and GANs. Although 
these approaches are able to achieve photorealist results, 
they are computationally expensive and time-consuming 
to train models that increase the control of the faces that 
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are generated. As a result, these approaches have not been 
explored to generate face images in the context of participa-
tory media art, which requires real-time generation of dis-
tinctive photorealist faces while using an ever-changing data-
set of face examples. The X-Faces system [1, 2] addresses 
the generation of faces by automatically recombining facial 
parts from previous existing faces, which results in a faster, 
scalable and less expensive approach Therefore, X-Faces 
presents as a suitable approach for computationally creat-
ing facial portraits in participatory media art installations.

X‑Faces: Generating Faces

At the time of the creation of the X-Faces system we required 
a system that was able to respond to the following require-
ments: (i) generate automatically, and in a consistent way, a 
large number of photorealistic faces; (ii) have control over 
the generative process of the composite faces and scale to 
rapidly expand the set of face composites. To the best of 
our knowledge, there were no approaches able to deliver 
on these requirements. For that matter, we have created a 
computational system to generate photorealistic face images 
from parts of existing examples [1, 2]. The system generates 
new faces by performing the following steps: (i) decomposi-
tion of facial parts from multiple images; (ii) assembly of 
composite images from the separated facial parts; and (iii) 
exploration of different face composite images. The system 
combines several techniques ranging from CV, CG and 
Machine Learning (ML) to generate the faces, converging 
in an EC approach to generate sets of new face images. In 
the first iteration, we used EC to generate faces that were not 
classified as such by classifiers, but from a subjective per-
spective, they were recognisable as faces [1]. Since the faces 
generated by the system were misclassified by the detec-
tors as faces, hence considered as exploits, we called them 
eXploit Faces and the developed engine X-Faces system. In 
the second iteration, we invested in making the approach 
fully automated and suitable for unconstrained condi-
tions, i.e. being able to deal with diverse occlusions, poses, 
variations of scale and appearance. We used the resulting 
approach for DA to improve the performance of deep face 
classifiers [2]. In this Section, we describe the iterations and 
the steps of the X-Faces system.

Face Decomposition

In the first iteration of X-Faces, the decomposition step was 
performed by manual annotation of facial parts using a cus-
tom annotation tool [1]. This tool was developed to provide 
annotations for the different parts of the face images: face, 
left eye, right eye, nose, mouth, left eyebrow and right eye-
brow. At this stage, we were in a controlled environment 

where the faces were in a frontal position with clean back-
grounds and lighting conditions, which provided a suit-
able testbed for a first version of the system. However, the 
manual process for decomposition would hinder the scal-
ability of this system for a dataset with face images under 
unconstrained conditions. Thus, in the second iteration, we 
automated the annotation of the faces by using a face detec-
tor and a landmark classifier [2]. Thus, given an input data-
set containing face images, we extract some data necessary 
to generate new faces, namely the facial landmark points 
and the head pose of each face found in the dataset. For 
each image in the input dataset, we proceed as follows. As 
detailed in [2], first, we detect possible face regions in the 
image using a pre-trained face detector. This detector can 
search an image for faces and determine their locations and 
areas on the image. Then, inside each detected face region, 
we find facial landmarks using a facial landmark predictor 
that is also pre-trained. This predictor places a sequence of 
68 points along the contours of the following facial struc-
tures: jaw, eyebrows, nose, eyes, and mouth. Once we have 
the landmark points, we use them to estimate the head pose, 
i.e. the orientation of the face in space; and we save to file 
the following data: (i) facial landmark points; (ii) pose infor-
mation; and (iii) the image path. The output of the stage is 
a set of files, one per face found in the input dataset. There-
fore, the dataset only needs to be preprocessed once, regard-
less of the number of new instances to be generated. The 
improvements from the first iteration to the second enable 
the system to work with different head poses, scales, skin 
tone variations; in summary, dealing with the faces in an 
unconstrained manner. Moreover, since we are working with 
facial landmarks, we only require to annotate or identify the 
face, in contrast with the first iteration where we would have 
to identify and manually annotate the face and the parts of 
the face.

Assembly of Composite Images

Once we have the landmarks and pose calculated for all faces 
contained in the input dataset, we can proceed to the assem-
blage of new instances. The creation of a new face instance 
consists of selecting a face from the dataset and then replac-
ing its elementary parts (eyebrows, eyes, nose and mouth) 
with parts from other faces. Therefore, each new face con-
sists of a recombination, or a blend, of different faces. How-
ever, the automatic recombination of facial parts, especially 
in an unconstrained environment, demands special care with 
their alignment to attain natural and seamless facial blends.

The process of generating a new face instance is illus-
trated in Fig. 2. Given the data extracted during the preproc-
essing of the input dataset, we begin by randomly selecting 
one face among all the faces preprocessed. This face will 
be our target face, i.e. the face whose parts will be replaced 
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with others from other faces. Then, we randomly select 
one additional face for each part we want to replace. These 
faces will be our source faces, i.e. the faces that will pro-
vide the parts to be blended onto the target. The selection of 
the source faces takes into account the pose of the selected 
target face. That is, the source faces must have a head pose 
similar to the one of the target face.

Before blending parts of the source faces onto the target 
face, we first need to align each source with the target, 
more specifically, the facial landmarks of each source with 
the landmarks of the target. Since we know the position 
of the 68 landmark points in the faces (step 1 in Fig. 2), 
we can use this information to warp each source to match 
the target. To do so, we use OpenCV to calculate the 

Fig. 2  Generation of a new face image. From left to right: (1) input 
face images; (2) facial key points defined based on the detected facial 
landmarks; (3) Delaunay triangulation of the key points; (4) trian-

gles with different colours showing their correspondence between 
faces; (5) input faces warped to the target face; (6) facial parts to be 
blended; and (7) the output face image
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Delaunay triangulation of each face using specific points 
of its landmarks, plus a few more points (two points on 
both sides of the nose and six points above the eyebrows) 
that are calculated in relation to the landmarks (step 2). 
The Delaunay triangulation of these points allows us to 
divide each face image into triangles (step 3). The result-
ing triangles cover corresponding facial regions between 
the faces (step 4). Therefore, since we know which trian-
gle in each source face corresponds to which triangle in 
the target face, the next step is to warp each source face 
triangle to the corresponding target face triangle. We use 
OpenCV to calculate, for each source face triangle, the 
affine transform that maps its vertices to the vertices of the 
corresponding triangle in the target face. Then we use this 
affine transform to transform the pixels of the source face 
inside the triangle (before transformed) to the target face. 
This results in the source faces transformed such that they 
fully align with the target face (step 5).

Once each source face is aligned with the target face, 
the next step is to blend them in a natural fashion. We 
accomplish this by using the seamless cloning algorithm 
provided by OpenCV, which consists of an implementation 
of the work by Perez et al. [30]. We use this algorithm to 
seamlessly copy one region of each warped source face 
and place it on top of the target image to produce a new 
photorealistic face. To delimit the regions of the warped 
source faces that should be blended into the target face, 
we create masks that delimit the different facial parts: 
left eyebrow, right eyebrow, left eye, right eye, nose, and 
mouth (step 6). We use specific vertices of the Delaunay 
triangles to calculate the mask of each facial part. Each 
mask includes a preset margin, which causes the mask to 
contain a larger area than the one defined by the vertices 
used to create it. The purpose of this margin is to expand 
the area of each shape to cover some skin around each 
facial part, which is useful for the smooth assemblage of 
parts to generate new faces. This process results in one 

image, a composite face, that combines the parts of the 
different images.

Evolutionary Exploration of Composite Faces

The decomposition processes and assemblage processes 
allow us to have a system capable of generating faces from 
parts of different face images. We can see this system as a 
parametric one, where the input parameters are the faces 
being recombined, and the output is a new face image that 
results from that recombination. This way, we can represent 
each possible recombination of facial parts as a vector of 
values, identifying the target face image and the source face 
images. The value that represents each image corresponds to 
its index in the containing dataset. With this representation, 
we have #Dn different possible faces to generate, where #D 
is the number of instances in the image dataset and n is the 
number of face parts. For this particular application involv-
ing faces, we would have n = 7. As the number of #D grows, 
the number of different faces we can generate grows at a 
polynomial rate. The face image datasets usually have thou-
sands of examples, so the solution space tends to be large.

Due to the large solution space, there is a need to search 
for a composite that is suitable for the face detection task. 
Most face detectors tend to have limited samples of faces, 
and there have been recent reports that they are even biased. 
With the generative part of X-Faces, we can start with a 
dataset and expand the number of combinations, but most of 
them will be repetitive or redundant to have on models that 
perform face detectors. EC enables the X-Faces system to 
find variations that can be suitable for any given task by pro-
viding an appropriate fitness function. Based on the aspects 
mentioned above, we employ an evolutionary approach to 
evolve face composites that are not detected by trained face 
detectors.

We employ a conventional GA using an automatic fit-
ness assignment scheme to explore and choose interesting 

Fig. 3  Genotype and phenotype of an individual. The genotype con-
sists of a tuple of integers (face, left eye, right eye, nose, mouth, left 
eyebrow, right eyebrow). Each integer encodes an index of an anno-

tated example. The phenotype consists of a composite of the face 
parts encoded in the genotype
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individuals. In terms of representation, an individual is a 
set of numerical indexes mapped to a photorealistic part 
that has been previously collected and annotated on the 
dataset. Each set of indexes is translated to a compos-
ite face, a face made from other faces’ parts. Figure 3 
explains the genotype of each individual and its corre-
sponding phenotype. Each genotype is mapped into a 
phenotype creating a composite face where the face parts 
encoded in the genotype are placed over a target face 
encoded in the genotype (e.g. the first gene).

In both iterations [1, 2], fitness is calculated automati-
cally using the confidence value given by the face detec-
tors. The fitness functions used in both iterations were 
designed to promote composite faces that minimised the 
face detector response to a point where the face detector 
could no longer detect the face. This approach for fit-
ness assignment enables the automatic exploration and 
optimisation of face images that are not detected by the 
face detectors.

The overall process of generating new face images con-
sists of (i) processing the input dataset of face images to 
extract data about them; and (ii) creating new faces from 
the input dataset based on the data extracted. Each new 
face image consists of an assemblage of facial parts that 
are inserted into a target face. The evolutionary process 
implemented through a GA empowered the X-Faces sys-
tem’s exploratory capabilities by providing means to auto-
matically generate and evaluate suitable solutions drawn 
from a vast solution space, optimising a given fitness 
function. In the first work [1], we were able to consist-
ently generate face images that the classifier, used to pro-
vide fitness, could not detect as such. From a subjective 
perspective, the generated images maintained the photo-
realism of human faces. Moreover, the generated faces 
revealed uncommon facial combinations that provoked 
the uncanny valley problem, a phenomenon where an arti-
ficial artefact becomes so real that it is unsettling from a 
human perspective. Based on the findings, in the second 
iteration [2], we demonstrated that the evolved face com-
posites, when added to the training dataset, improved the 
performance of the deep learning face detectors that were 
used (for further information, refer to [2]). The second 
iteration differs from the first in the following aspects: (i) 
generation of face composite in an unconstrained matter 
(e.g. different scale variations, lighting conditions, pose); 
(ii) automatic fitness assignment scheme based on the 
response of deep face detectors; and (iii) after the evolu-
tionary process occurs, the generated composites are used 
to retrain the deep face detectors, showing that evolved 
face composites can augment and improve the dataset and 
consequently the performance of the detector trained on 
that expanded dataset.

Portraits of No One: Interacting 
with Generated Faces

We explored the creative capabilities of the X-Faces sys-
tem through the interactive Media Art installation Por-
traits of No One. This installation employs the generative 
process described in the previous Section to generate and 
present photorealistic artificial portraits based on the cap-
tured facial features of the audience. This way, the instal-
lation is able to invoke the capabilities of AI to generate 
content that makes people question the veracity of what 
they are observing. Figure 4 depicts the environment of 
the installation.

The room of the installation was specifically made for 
the purpose, 6 m long by 4 m wide. The space of the instal-
lation comprises an input area and an output area. The 
input area, which is located next to the entrance to the 
room, contains the capturing box attached to one side of 
a pillar. The capturing box allows users to capture their 
faces and, this way, to feed the installation. The output 
area is located at the back of the room, after the input 
area, and is surrounded by an immersive video projec-
tion of twelve meters wide on three walls. This projec-
tion contains an array of portraits that are continuously 
generated by the installation. Each portrait is displayed 
with a size similar to that of a real face. This area also 
includes a speaker attached to the ceiling of the room that 
reproduces an intertwined combination of sounds that are 
recorded during the interactions of the users with the cap-
turing box. This audio promotes the creation of a more 
lifelike and reflective environment for the installation with 
an effect similar to crowd noise, where only a few words 
are creating a sensation that the portraits are talking with 
each other. This sonic environment fosters the viewers to 
engage with the identities embodied by the artificial por-
traits they are seeing on the walls of the installation.

A typical user interaction with the installation can be 
described as follows: (i) the user enters the space of the 
installation; (ii) the user approaches the capturing box and 
observes her/his face on the screen, in a mirror-like fash-
ion; (iii) if the face is recognised by the system, the button 
becomes white and blinks fast; otherwise, the button remains 
red and blinks slowly; (iv) when the button is white, and the 
reflected image pleases the user, he/she presses the button 
to capture the face; (v) a countdown of three seconds begins 
and then the face is captured; (vi) the capturing box pauses 
for a couple of seconds to avoid frequent captures and the 
button turns off until a new face can be captured; and, finally, 
(vii) the user steps into the output area to see new portraits 
being generated using her/his facial parts.

The installation Portraits of No One was a finalist art-
work of the Sonae Media Art Award 2019 and presented 
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in a collective exhibition at the National Museum of Con-
temporary Art—Museu do Chiado, in Lisbon, Portugal. 
During the exhibition, from late November 2019 to early 
February 2020, the capturing box was used about 5.000 
times. Figure 5 shows typical portraits generated by the 
installation.

The creation of this interactive installation involved the 
development of hardware and software. The computer is the 
core component of this installation, which is responsible for 
connecting all hardware and software parts of the instal-
lation to manage the inputs (i.e. the user’s faces and their 
interaction sound) and outputs (i.e. the array of portraits and 
the ambient sound). We also use a microcontroller to allow 
the computer to communicate with hardware contained in 
the capturing box and to trigger some software events using 
this hardware. The following Subsections comprehensively 
describe the installation’s hardware and software.

Hardware

The hardware of the installation is responsible for collecting 
data from the installation’s audience, or users, displaying 
audiovisual outputs generated by the installation’s system, 

and providing feedback to the users. Figure 6 presents the 
main hardware components and their data flow.

The users interact with the system using the capturing 
box. This box contains hardware to collect the necessary 
data from the users for the installation to operate, i.e. the 
images of users’ faces and the sounds produced by users dur-
ing their interaction. This capturing box integrates several 
pieces of hardware,2 including a video camera to capture 
the faces, a LED ring that fits around the camera to provide 
even illumination with few shadows visible in the captured 
faces, an LCD display to show users a live preview of their 
faces before capturing, a microphone to record some seconds 
of audio during each interaction, and a push-button with 
an RGB LED that allows users to trigger the face captur-
ing while providing colour feedback. The video camera and 
the LED ring are positioned on the top of the display. The 
microphone is positioned on one side of the video camera, 
oriented forward to pick up sounds produced in front of the 

Fig. 4  Environment of the Installation Portraits of No One.  Photo by José Paulo Ruas/DGPC 2019

2 More details about the hardware of the installation Portraits of No 
One and its development process is available at https:// cdv. dei. uc. pt/ 
portr aits- of- no- one/.

https://cdv.dei.uc.pt/portraits-of-no-one/
https://cdv.dei.uc.pt/portraits-of-no-one/
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capturing box. The push-button is placed on the bottom of 
the screen.

The installation uses three video projectors and one loud-
speaker to provide an ever-changing audiovisual environ-
ment composed of images of generated portraits and ambient 
sounds generated from data collected from the audience. 
The video projectors are attached to the ceiling of the room, 

each one facing a different wall, to create a single continuous 
projection. The result is a surrounding video projection of 
twelve meters wide, on three walls, with a total image size 
of 5760 by 1080 pixels. This image size allows the presen-
tation of a large array of portraits with good quality. The 
loudspeaker is also attached to the ceiling of the room, in a 
central position, facing down. This way, we can fill the room 

Fig. 5  Typical portraits generated in the installation Portraits of No One 
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with an ambient sound that complements the installation 
environment.

Software

The installation software is mostly implemented in Java, using 
the open-source libraries Processing, OpenCV and Dlib. We 
also use Max for sound recording, processing, and reproduc-
tion. The microcontroller that establishes the communication 
between the computer and other hardware is an Arduino.

A key feature of the installation is the software that imple-
ments the real-time detection of the users’ faces in the cap-
turing box (see Fig. 7). We resort to off-the-shelf solutions 
from OpenCV and Dlib libraries to analyse each frame of the 
video camera feed and detect faces of users, and their facial 
landmarks, when they are positioned in front of the capturing 
box. In the context of this work, we require neutral frontal 
poses for the portraits. This is not only advantageous to the 
accurate extraction of the facial features but also to ensure vis-
ual coherence between different portraits. To achieve this, we 
implemented a set of detection filters that determine whether 
a detected face should be considered as valid.

When a valid detection occurs, the system draws a rec-
tangle around the face on the live preview shown on the 
screen. When more than one valid detection occurs, the sys-
tem focuses on one face based on two preference criteria: 
(i) faces horizontally centred in the captured image; and (ii) 
faces with large bounds. The rectangle that is drawn around 
the detected face indicates the area of the captured image 
that will be cropped and used to generate new portraits. The 
aspect ratio of the crop rectangle is always 3:4 (vertical). 
The size and position of the rectangle are determined in rela-
tion to the detected facial landmarks. This way, we ensure 
the faces shown in the portraits are always roughly aligned 
with each other. In addition to drawing a rectangle around 
the valid face detection, the system also invites the user to 
capture the face by pressing the push-button.

When the user presses the push-button, the system begins 
a countdown of three seconds, shown on the top of the screen 
close to the video camera. When the countdown ends, the 
system captures the face and saves the related data needed to 
generate new portraits. At this moment, the system turns off 
the LED of the push-button, for a couple of seconds, until a 
new face can be captured. This is part of a delay mechanism 
that we implemented to avoid bursts of photos.

The installation is continuously generating and displaying 
new artificial faces from the captured faces of the people who 
interacted with it. To do so, we employ the X-Faces generative 
system, described earlier in Sect. 3, to create artificial faces 
from the facial features extracted from the users’ faces. This 
way, images of the captured faces are passed to the X-Faces 
system, which then automatically extracts their facial parts and 
recombines them to synthesise new ones. In this process, we 
require the generated faces to satisfy different requirements, 
namely the matching of facial pose, the scaling and alignment 
of the facial parts. We are able to generate and display a grid 
with 225 portraits on the walls of the installation room. Each 

Fig. 6  Diagram of the main hardware components and their data 
flow. The components on the left are located inside the capturing box, 
while the ones on the right are attached to the ceiling of the room. 
The computer is hidden in a space next to the room

Fig. 7  Photographs of the installation Portraits of No One showing someone interacting with the capturing box. On the background of the photo-
graphs, one can see walls crowded with faces generated and displayed by the installation system.  Photo by José Paulo Ruas / DGPC 2019
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portrait being projected on the walls has a random lifespan 
between 10 to 20 s. After this lifespan is over, the X-Faces 
system creates another artificial portrait, and replaces the old 
portrait by the new one. This process is repeated whenever the 
lifespan of a portrait is over. The set of face images used by 
the X-Faces system to generate the portraits is continuously 
updated with new faces captured from the users. This enables 
the installation to quickly adapt to new face images captured 
by the users, so whenever a new face is captured, its facial 

parts will contaminate the artificial portraits shown on the 
walls. The smooth transition between portraits makes users 
aware of the subtle changes on the walls of the installation that 
are populated with numerous portraits. Also, the installation 
implements a mechanism that places a few real faces, selected 
at random, in the array of artificial faces to make users question 
the veracity of the portraits they are observing. Figures 8 and 9 
show the environment of the installation with users observing 
the walls populated with numerous portraits, real and artificial.

Fig. 8  Photograph of the instal-
lation Portraits of No One with 
someone observing the walls 
crowded with faces.  Photo by 
José Paulo Ruas/DGPC 2019

Fig. 9  Photograph of the instal-
lation Portraits of No One with 
people observing the walls 
crowded with faces. On the 
right, one can see the capturing 
box. Photo by José Paulo Ruas/
DGPC 2019
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During the capture of a face, the installation also records 
a sound sample from a few seconds before the face being 
captured to a few seconds later. These sound recordings, 
collected from all users who captured their faces, are then 
used to create an ambient sound that is reproduced using 
the loudspeaker. The sound is generated by intertwining a 
total of twelve samples randomly selected from the set of all 
recorded samples of users interaction. Most of the interac-
tions occur in silence, so we decided to play a background 
sound sample, with a volume lower than the main samples. 
This background sound consists of a sample, in loop, of 
crowd noise that was recorded previously. The frequency 
and pitch of the recorded sound samples are digitally attenu-
ated and made homogeneous through single-pole low-pass 
sound filters. Generally, the users inside the room mostly 
hear imperceptible sounds resulting from the mixing of cap-
tured noise. However, sometimes, they can recognise some 
words or even sentences. This creates an environment where 
the users have the perception that the people whose faces are 
projected on the walls are talking to each other.

Conclusions and Future Work

In this paper, we presented our work on the computational 
creation of new photorealistic faces images based on the 
recombination, or exchange, of the facial parts from existing 
faces. We described the X-Faces system which is the basis 
of this work and employs EC and ML techniques to auto-
matically evolve face images. This system implements a GA 
to automatically recombine facial parts from different faces 
and, this way, create new face composites. The evolution-
ary process of X-Faces is fully automatic, thus enabling the 
comprehensive exploration of face images and optimisation 
towards an objective function, unveiling suitable and diverse 
photorealistic face images. The photorealism of the resulting 
images not only put state-of-the-art face classifiers to the 
test but also make people question their veracity. Also, the 
diversity of images that are generated is notable. All these 
features reveal the great potential in different areas, namely 
in the expansion of face detection datasets through the gen-
eration of new examples and the search for examples that 
exploit the vulnerabilities of the face detectors [1, 2], along 
with Media Art through the generation of artificial portraits 
based on the audience faces [3].

We explored the X-Faces system with the creation of the 
interactive Media Art installation Portraits of No One to 
create an ever-changing audiovisual environment composed 
of photorealistic human portraits constructed with the facial 
parts captured from its audience and an ambient sound gen-
erated by intertwining sound samples of users’ interactions. 
Whenever users give their faces to the installation, they will 
immediately see their facial parts contaminating the portraits 

that are displayed on the walls. As the installation takes 
advantage of users’ facial traits to feed itself and grow, the 
users’ facial parts become part of the artwork. This aspect 
of the installation creates an engaging experience for users 
by allowing them to directly participate in the generation of 
new artificial identities in the form of portraits.

The artificial portraits generated by the installation 
encourage critical thinking about how recent technological 
advances are changing our relationship with others and the 
world. The photorealism of the generated portraits places 
the audience at the borderline between the real and artifi-
cial. As a result, users tend to question the veracity of the 
faces that they are seeing. Besides, this opens a window of 
opportunity to discuss the veracity of the images that we see 
in other contexts and environments and whether we should 
consider them as unquestionable proofs of the truth. In the 
installation, one can also observe varied relationships and 
interactions between users, as well as between the users and 
the artificial identities generated by the installation. Most 
of the users see the portraits on the walls as other people, 
starting to judge and talk about their visual appearance. 
However, when they recognise themselves, or a familiar 
face part, in a portrait of no one, they change the behaviour. 
At this moment, users engender empathy by this artificial 
person and by the others who, like them, are blended to gen-
erate their portraits. The presented installation was designed 
for the Sonae Media Art Award 2019 and exhibited at the 
National Museum of Contemporary Art, in Lisbon, Portugal.

Future work will consider: (i) using EC to enhance the 
interaction of the installation, for example, evolve and dis-
play portraits that are not detected by face detectors, or 
evolve portraits that are similar to a given user’s face but 
made only of facial parts of other people, or to evolve faces 
with similar expressions, or emotions, as the last face cap-
tured; (ii) exploring other approaches to display the gen-
erated portraits; (iii) exploring the animation of generated 
portraits and their reactiveness to external data such as the 
presence of people in the room; (iv) experimenting with the 
blending of audio recorded from the audience with compu-
tationally generated sounds; (v) setting up Portraits of No 
One in other locations; and (vi) extending the idea behind 
the installation beyond an exhibition room, for example, by 
making the system online.
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