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Abstract. Music is intertwined with human emotions as an artistic form
with expressive qualities. We present a pilot study of music-emotion asso-
ciations based on a generative system, which produces parameter-based
music to represent four emotions: Happiness, Sadness, Calm, and Anger.
To study the perceptual relevance of each parameter, we performed a
series of user tests where participants explored multiple combinations
of musical parameters to reach a representation for each emotion. Re-
sults were compared with the ones from previous studies and empirical
experiments proposed by other authors, which gave us a starting point
to evaluate each association and discover new possible connections. Al-
though most of the associations were confirmed, a few discrepancies were
found, such as the user preference for low pitch in Anger over the ex-
pected high pitch. These findings provide better insight and validation of
the relationship between music and emotions, and thus a starting point
to explore novel representations.

Keywords: algorithmic composition, generative music, music-emotion
associations, emotion perception

1 Introduction

Representing emotions through a computational artifact dates from Picard’s con-
cept of A↵ective Computing, i.e., how can computers express/recognize a↵ect and
gain the “ability to “have emotions” [1]. Picard defended that emotions are an
important part of human cognition and perception, and thus have a prominent
role in assisting people with computational systems. Music is by nature a sub-
jective field, which resonates with the subjectivity of emotions, and may be the
reason why emotions have been so largely used to manipulate music computa-
tionally. The most used emotion model for music experiments is the dimensional
model proposed by Russell, where emotions are distributed in a two-dimensional
space and split by the dimensions of arousal and valence [2, 3]. Based on this
model, we chose a set of four discrete emotions evenly distributed in the 2D space
(see Fig.1) to ensure a validation of the most perceptually-relevant parameters.

Despite the potential of using emotions to algorithmically compose music,
research on this subject is usually limited to a small number of parameters such
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Fig. 1. Choice of emotions based on Russell’s Circumplex Model of A↵ect [2]

as pitch and loudness [4]. In this study, we try to overcome this limitation by de-
veloping a computational artifact based on seven musical parameters: harmony,
tempo, pitch, melody direction, articulation, melody rhythm, and loudness. To
confirm and validate the relationships between these music-emotion associations,
we performed a pilot user study, comparing the preferences of each participant to
the literature findings on the subject. Our contribution lies in providing a better
understanding and support of findings on emotion perception of musical param-
eters and their respective impact in representing a set of emotions, through the
improvement and expansion of a previous generative system [5].

The remainder of this paper is organized as follows. Section 2 comprises an
overview of music generation systems, and studies about the association between
music and emotions. Section 3 details the improvements made to the previous
developed system. Section 4 reports the conducted evaluation, whereas Section
5 provides an analysis and discussion of the results as well as user feedback.
Finally, Section 6 draws general conclusions and delineates future work.

2 Related Work

“Music can be used to express emotions more finely than any other language”[1].
But how may these musical characteristics influence the musical forms of ex-
pression, and how can computational systems learn this information to produce
music based on emotions?

2.1 Music Generation Systems and Music-Emotion Experiments

Algorithmic composition is described as the use of a “formal process to make
music with minimal human intervention” [6]. Methodologies used to create au-
tomated music range from stochastic (Markov chains) and rule-based, to AI
models. A recent work on evolutionary music is Scirea et al.’s MetaCompose [7].
With the goal of creating music that can express di↵erent mood-states in a dy-
namic environment, the system generates compositions comprised by “a chord
sequence, a melody and an accompaniment”[7], dealing with a set of detailed
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Generation and Evaluation of Music-Emotion Associations 3

musical features, such as harmony, melody, pitch, scale, intensity, timbre, and
rhythm.

In the line of rule-based models, Livingstone et al.’s computational music-
emotion engine [8] presents a set of rules for the score structure and the perfor-
mative expression over the arousal-valence model, varying musical parameters
like the tempo, mode, loudness, articulation, pitch and others to produce, and
specifically induce, certain emotional e↵ects in the listener. The term Generative
Music was popularized by the composer Brian Eno, creating systems that pro-
duce ever-changing ambient music through probabilistic rules, such as his first
Generative Music 1 album using SSEYO Koan Software [9], and his last album
Reflection, available as an infinite piece through an iOS app [10].

David Cope’s Experiments in Musical Intelligence system is a reference in
computer-aided composition, exploring the concept of recombinance through the
deconstruction of works of classical Western Music, to find common patterns,
simulate compositional styles and discover new combinations [11].

2.2 Music and Emotion Associations

Music perception depends on a combination of factors such as an individual’s
culture, social context, and personality [12]. Although this is a subject commonly
discussed and not fully agreed among authors, Juslin has proposed 7 psycholog-
ical mechanisms [13] through which music may arouse emotions in the listener.

Table 1. Association between a set of music parameters and emotions

Experiments conducted on music-emotions associations have generally stud-
ied the features of loudness, tempo, and consonance/dissonance of harmonies
[4, 14]. For example, consonant harmonies have been associated with positive
emotions, and loud loudness and fast tempo with emotions of high arousal [14,
15]. A list of the associations found in the literature [4, 14–19] is summarized in
Table 1.
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Cultural Aspects: Cultural aspects may impact the way we perceive music.
For example, in Western music - the one we are working with - melodies played
using notes from a major scale tend to be interpreted as happy, while those
played with notes from a minor scale usually sound sad [3, 17]. Additionally,
the most common chord trajectories of Western tonal music usually begin by
establishing a tonal center or base (tonic), and then step away from the stability
using more dissonant chords to build tension, to finally return back to the tonic
to create relaxation. As a result, the tonic is often the most frequently played
note or the note with the longest duration [19].

3 The System: A↵ective Music Generation

This work is an improvement of a system previously developed by Seiça et al.[5],
whose focus was to musically represent emotions retrieved from Twitter. Built
as a rule-based system through probabilities, it was guided by two major musical
aspects: harmony and melody. The system worked as a communication between
three tools: a Processing sketch for analysing the tweets, a Max patcher for the
MIDI generation, and an Ableton live set to produce the final sounds.

According to the probabilities defined for each emotion, the melodic line was
shaped based on a melodic scale, defined by the harmonic progression to connect
to certain emotional contexts. This setting established the set of possible notes
for the melody, specifying the type (scale note, chord note or chromatism), the
duration of each note (from whole to eighth notes), and the intervals between
them, which shaped the melodic motion and leaps. The harmony was defined
through predefined harmonic progressions, which combined the a↵ective nature
of di↵erent chord natures, played in three possible voicings, and their sequence to
represent each emotion. The choice of tone quality had a relatively free structure,
where timbres and technical features of synthesized sounds were associated with
each emotion, resembling the ambient music genre. For further details on the
probabilities implemented and the system, we refer the reader to Seiça et al. [5].

3.1 New Parameters and Variations

In this work, we sought to enhance the system by adding new parameters based
on the collected studies, and test the relevance of each musical feature in emotion
perception. With this purpose, the values for each parameter were simplified.

For the melody, the type of notes was reduced to two sets (Fig. 2 A): the one
originally defined for Anger, and the one for Happiness and Sadness. The same
was applied to the rhythm (Fig. 2 B): we maintained two sets of di↵erent note
durations, a denser and a sparser one, to distinguish the emotions with higher
energy (Happiness and Anger), and lower (Sadness and Calm). The intervals
were reduced to just one set for all emotions (Fig. 2 C), as it was a parameter
which we chose not to evaluate, and hence best to have a neutral role. The
melody direction (Fig. 2 D) was one of the new parameters, which defines a
tendency for creating ascending or descending melodic lines.
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Fig. 2. Probabilities for the type and duration of melody notes, intervals between them
and melodic line direction

For the harmony, the progressions were maintained (see examples in Fig. 3 B),
and a new parameter was added to control the harmony (Fig. 3 A), playing either
a more consonant or dissonant sound. For the positive emotions (Happiness and
Calm), consonance keeps the chords intact, and the dissonance adds notes to the
established chords: for example, in a major chord, a minor second, minor third,
augmented fourth, augmented fifth or minor seven can be added to the chord
structure, all with equal probability. For the negative emotions (Sadness and
Anger), dissonance retains the chord structure, and the consonance transforms
the dissonant notes of the chords (augmented fourths, augmented fifths and
minor fifths) in their consonant counterparts, as perfect fourths and fifths.

HARMONY

///////////////////////////////////////////////////////////////////////////////////////////////

HARMONY  /  EXAMPLES

HAPPINESS

||   I    |   VI -7   |    IV ∆   |   V7    I    || 

||   II -7    |   IV ∆    V7   |   I   ||     

   

SADNESS

||   I -7    |   bIII ∆#11  |   III ø   IV7    

|   IV -  ||  

||   I -7    |   I -7   |    II ø   |   III ∆#11  ||     

   

(1)

(2)      

   

(1)

(2)      

   

CALM

||  V   |    I    |   V   |    I    ||  

||   I ∆    |   II -   |    III -7   |   I   ||    

   

ANGER

||   I7    |  bII o   |   I7   |    bII o  |

|    II7    II7    bIII o    III 7ALT  ||

||   I -∆  |   bII 7ALT  |   VII o  |

|    IV o  |    bIV o  ||

    

(1)

(2)      

   

(1)

(2)      

   

HAPPINESS & CALM

SADNESS & ANGER

Consonant 100%

Dissonant 100%

A B

Fig. 3. Examples of harmony progressions and harmony stability for each emotion
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The choice for the octave was transformed (Fig. 4 A) to a binary choice of high
or low pitch, which defines the range of possible octaves, with high corresponding
to the 4th or 5th, and the low to the 2nd and 3rd. The articulation dynamics
was added (Fig. 4 B), which establishes a di↵erence in the harmony and melody
dynamics: it can adopt a legato style, with each note being played smoothly and
connected with each other, or staccato, with shorter, detached notes.

HAPPINESS

SADNESS
CALM

Legato
Staccato

10%
90%

Legato 100%

1

2

3

4

5

6

7

24

36

48

60

72

84

96

OCTAVES

LOW

HIGH

/////////////////////////////////////////////////////////////////////////

ARTICULATION

HAPPINESS
ANGER

SADNESS

CALM

High     100%

Low     100%

High    50%
Low    50%

OCTAVES

ANGER Legato
Staccato

30%
70%

A B

Fig. 4. New octave division, pitch probabilities, and articulation style for each emotion

The control of tempo and loudness, which had already been identified as
relevant parameters [5], was implemented as follows. The tempo (Fig. 5 A),
measured in BPMs, was defined within three possible range of values: slow (20-
75), moderate (76-119) or fast (120-200). Loudness was divided in three MIDI
volume levels (Fig. 5 B): soft (44-71), moderate (72-99) and loud (100-127).

TEMPO

HAPPINESS

SADNESS
CALM

ANGER

Fast            85%
Moderate     15%

Slow          100%

/////////////////////////////////////////////////////////////////////////////////

LOUDNESS

HAPPINESS

SADNESS

CALM

ANGER

Loud             50%
Moderate     45%
Soft            5%

Soft            100%

Loud            100%

Soft             90%
Moderate     10%

Fast            95%
Moderate     5%

A B

Fig. 5. Probabilities for the tempo and loudness for each emotion

The tone quality was simplified, opting for a piano and a violin, the first to
play both the melody and the harmony, and the second for the melody. The
choice to reduce the number of timbres to just two instruments, whose sound is
familiar and well-recognized, was to balance the tone influence in the emotion
association. Therefore, we could focus on evaluating the perceptual weight of the
chosen musical parameters with the minimum influence of other characteristics.

Proc. of the 14th International Symposium on CMMR, Marseille, France, Oct. 14-18, 2019

794



Generation and Evaluation of Music-Emotion Associations 7

4 System Evaluation

We conducted a first set of tests to evaluate the perceptual importance of each
musical parameter in representing the four chosen emotions. Seven parameters
were tested, according to the number of references in the literature, with the oth-
ers kept immutable for proper evaluation. The parameters were: harmony, tempo,
pitch, melody direction, melody articulation, melody rhythm and loudness. The
melody rhythm was an exception we chose to test, despite little mention in the
literature review, as it was already implemented in Seiça et al.’s system [5], and
we considered it as a relevant feature to evaluate. For each parameter, and based
on the literature findings, we established the expected values for each emotion
(see Table 1), which would then be compared to the participant’s choices.

4.1 Experiment Setup

Twenty participants (12 male and 8 female) took the test. Ages spawned from
22 to 45 years old with an average of 27.8 years and a standard deviation of
4.88. We focused on gathering a balanced set of participants in terms of mu-
sical background, distinguishing the ones who have studied music outside the
school system and thus have more sensibility to certain musical aspects, from
the ones who have not. The tests were performed in person to ensure that the
environmental conditions were the same for all the participants.

Fig. 6. Interface created for the user tests

We conceived an interface to provide a natural and easy way for participants
to interact with our system, which would allow the users to explore the possi-

Proc. of the 14th International Symposium on CMMR, Marseille, France, Oct. 14-18, 2019

795



8 Seiça et al.

ble combinations between musical parameters (see Fig. 6) in real time, listen to
them, and choose the one that most resembled each emotion. The participants
had to aurally interpret the impact of the values for each parameter, with their
written designation as the only hint. If the participant, for instance, considered a
musical parameter to be irrelevant in the emotion representation - either because
he/she could not understand the musical variations or the parameter would not
influence the representation (in a positive or negative way) - he had the possi-
bility to mark it through a button for it to be deemed as “indi↵erent/neutral”.

The test would begin with a random combination of musical parameters
chosen by the system. This particular choice was to ensure that the participants
would not be influenced by the system, and to avoid possible fatigue during
the test. The participants also had the possibility, at any point, to listen to
the starting point of the system and compare it to their preferences, or even
restart the values to the initial set. Once a participant reached the best possible
combination, he/she would save the chosen set and evaluate it from 1 to 5 (Likert
scale) according to its perception of the emotion representation. In this interval
of exchange of feedback there was no music being played, so that the participant
could have a moment to refocus and return to a neutral state of mind before the
next emotion. This process would repeat through the following order: Happiness,
Sadness, Calm and Anger. As the initial set of parameters for each emotion was
always random, the order of emotions would not influence its perception: the
music could start close or distant from the expected combination of parameters,
ensuring a non-biased user’s choice.

5 Analysis of Results

For each emotion we have analyzed: (i) the time each participant took to reach a
preferred combination; (ii) the satisfaction/resemblance of his/her combination
with the represented emotion; and (iii) the relationship between the participant’s
answers to literature findings. We also analyzed results taking into consideration
the musical background of each participant.

Regarding time, people with no musical background took longer to grasp
the musical parameters and the changes caused by each value. This di↵erence
was more pronounced in Happiness, with an average of people with musical
background taking 3:37 minutes to reach a desired combination, and the ones
without taking 5 minutes. Happiness was followed by Calm, with 1:05 minutes
distinguishing the participants with and without musical background, Anger
with 30 seconds, and Sadness being the most balanced, with just 3 seconds.

The participants evaluation/resemblance of each emotion (see Fig. 7)
was measured with a Likert scale. According to this assessment, Sadness was
considered the emotion with the best musical representation, with 11 participants
having chosen the highest classification (5) of Likert scale. The three remaining
emotions had their most popular classification in the fourth value. Above all,
people with musical background had a tendency to give a higher classification,
which can be justified by a more accurate understanding of music fluctuations.
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Fig. 7. Likert evaluation for the representation of each emotion

Concerning the relationship/distance between participant’s preferences
and literature findings we performed two types of analysis: (i) distance to the
state of art; and (ii) the percentage of correct answers of each music parameter.

The distance between the sets of values chosen and the one proposed in the
literature is represented in Figure 8. There we can see that despite Happiness
having less positive results in the Likert evaluation, had the lowest variation,
maintaining the distance between 0 and 3 parameters, which shows a higher
correlation with the findings from the literature. Sadness and Anger didn’t have
a single chosen set equal to the expected, with answers diverging along 6 param-
eters. Overall, the majority of answers are placed between the distances of 1 and
4, which shows a perceptual tendency and a high correlation with findings from
other authors.

As for the percentage, we did sum the number of answers that matched
the literature findings. Overall, tempo and loudness were the parameters with
most answers reflecting these findings, followed by melody articulation, melody
rhythm, harmony, melody direction and pitch. One value that stood out was the
pitch parameter in Anger, where none of the participants chose the expected
value. This may be explained by the scarce number of studies we found in the
literature or because it is more perceptually relevant. Happy and Calm were the
emotions with more answers matching the literature. Regarding the influence of
musical background, there was a fine balance in the answers of participants with
and without it, so no major conclusions were drawn in this matter.
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5.1 General Discussion and User Feedback

Overall, the results of the user testing have confirmed a tendency towards the
literature. We highlight the di↵erence between participants with and without a
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musical background in the time they took to perform the test. Because partici-
pants with musical background did grasp musical fluctuations more accurately
they were faster concluding the test when compared to users with no musical
background. However, as suggested by Juslin [12, 13], there are a series of ex-
ternals factors that may influence the way we perceive music. For example, we
observed that most participants performing our test would compare the system’s
output to previously known songs or contexts - evaluative conditioning [13]. They
would then explore di↵erent combinations of parameters with the goal of finding
the combination that would arouse the same kind of emotions. We also reported
that at least four participants made a strong association with cinematic scenar-
ios - visual imagery [13]. For instance, they reported to imagine a scenario from
a movie while listening to the resulting composition of our system.

Concerning the perceptual relevance of musical parameters, melody direction
was considered the feature with less impact in the emotion representation, having
been reported by seven participants out of twenty. Melody rhythm and harmony
were the succeeding parameters, both with four “indi↵erent/neutral” answers,
followed by tempo with two answers, and articulation with one report.

As for user feedback, five participants reported to feel di�culty in recognizing
emotions, as their concepts of emotion “relied a lot on the cultural and musical
background”. Furthermore, these concepts are volatile, and thus its subjectivity,
as there is not just one kind of each emotion: Calm can be happier or sadder,
Sadness can be more melancholic, anguishing or even nostalgic.

Regarding musical parameters, four participants reported that Happiness
should have a faster rhythm and marked pacing, as they considered it to be a
key element in a deeper perception of Happiness. Five participants also noted
the lack of intermediate values for some parameters, which would allow for more
combinations and progressive variations.

6 Conclusion and Future Work

We presented an improved version of an emotional music generative system
developed by Seiça et al. [5], with new parameters found in the literature as
being relevant on music-emotions association. We used this system to perform
an evaluation of these findings through a pilot user-test where most tendencies
were confirmed. A few unexpected values were found, such as the low pitch in
Anger, which was preferred by all the participants over the expected high pitch.

In future work, we expect to expand the musical features to enrich the musical
scenario (e.g. timbre, rhythm) and perform an extended user test, with a larger
sample of participants. The statistical analysis will also be detailed with pairwise
comparisons to assess the significance of variations and sustained validation.

This pilot study was a first step to confirm general tendencies in emotion rep-
resentation. These findings can be used to build an audio-visual computational
artifact that evolves and generates outputs based on each individual’s prefer-
ences, exploring the perceptual relevance on the visual domain and how it can
be intertwined with the musical domain.
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8. Livingstone, S.R., Mühlberger, R., Brown, A.R., Loch, A.: Controlling musical
emotionality: An a↵ective computational architecture for influencing musical emo-
tions. Digital Creativity 18(1) (2007) 43–53

9. Software, K.: Generative music) (2018) https://intermorphic.com/sseyo/koan/
generativemusic1/.

10. Eno, B.: Brian eno reflection (new ambient music) (2017) https://brian-eno.
net/reflection/index.html.

11. Cope, D.: Experiments in musical intelligence http://artsites.ucsc.edu/
faculty/cope/experiments.htm.
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