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Abstract—Despite some authors stating that data-relatedness
helps interpretation, glyphs are often used unrelated to the
represented data. In order to automatically produce data-
related glyphs, a large visual repository is required, as well as,
image structure suitable for data representation. In this paper,
we propose a strategy that fulfills the two requirements and
allows the production of glyphs related to the data thematic
(literal and metaphorical). We compare used approach with
current glyph techniques and discuss the results.
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I. INTRODUCTION

Data glyphs are used in data visualization for the represen-
tation of multidimensional data [1]. Glyphs can be described
as graphical objects that possess visual features, which can
be assigned to data variables to produce a visualization.

Some glyphs are abstract (e.g. polygon glyph [2]) and oth-
ers have an iconic nature (e.g. faces, cars, or even flowers).
When considering iconic glyphs, they can be unrelated to
the data thematic (e.g. a face glyph representing forest fires
data) or be related in a literal (e.g. a face glyph representing
data on facial features) or a metaphoric way (e.g. a face
glyph representing non-facial anthropometric data).

Using glyphs related to the data is said to have perceptual
advantages, which leads to easier interpretation and better
accuracy [3]. In addition, some authors justify the usage
of certain glyph designs with reasons related to human
aptitudes, such as the ability to easily recognize faces, e.g.
face glyphs [1], or to visually discriminate natural shapes,
e.g. leaf glyphs [4]. For these reasons, several authors not
only argue in favor of data-related glyphs, but also point out
that it would be advantageous for a glyph-based visualization
tool to have different types of glyphs, which could be chosen
by the user and allow a better match to the data (e.g. [3]).

Such tool is normally considered difficult to implement
as it would require a large repository of glyphs prepared for
data-representation. Considering repositories such as image
banks falls short, as images, due to their pixel-based nature,
are often unsuitable for variation according to data.

On the other hand, we believe that emoji have several
properties which make them adequate for this task. Emoji are

Figure 1: Examples of glyph variation for face thematic

pictorial symbols which were first made available in 1999
on Japanese mobile phones and in 2007 added to Unicode
Standard1, which led to their large scale usage. Firstly, it
is beyond question emoji integration in written language,
which is observed in the growing number of emoji-related
tools and features – e.g. search-by-emoji supported by
Google2, and the Emoji Replacement and Prediction features
implemented in iOS 103. They have been applied in tasks
such as sentiment analysis or word sense disambiguation
(e.g. [5], [6]) and it is our belief that they can also be used
in information visualization. Secondly, Twitter’s Twemoji4

consists of fully scalable vector graphics, which are suitable
for glyph variation.

The glyphs, in particular Chernoff faces alike represen-
tations, are the core of the proposed work. The traditional
process of glyph design is replicated and pushed towards
an automatic way of glyph generation. To the best of our
knowledge, there is no implemented system that allows
glyph suggestion and variation based on the thematic used
(see Fig. 1). We take advantage of the properties of emoji
system and present an approach to implement an automatic
glyph generation system. Our ultimate goal is to make the
glyph design process simple and effective, facilitating the
communication of complex information.

II. RELATED WORK

Taking into account the nature of current work, this
section provides an overview of glyph-based representation,
discusses the principal aspects of automatic visualization,
and covers metaphoric mapping in graphic representation.

1unicode.org/reports/tr51, retr. 2018.
2forbes.com/sites/jaysondemers/2017/06/01/could-emoji-searches-and-

emoji-seo-become-a-trend/, retr. 2018.
3macrumors.com/how-to/ios-10-messages-emoji/, retr. 2018.
4github.com/twitter/twemoji, retr. 2018



A. Glyphs

In the context of information visualization, data glyphs
are composite graphical objects that use their visual and
geometric attributes to encode multidimensional data by
mapping each dimension of data point to the marks of
a glyph [7], [8]. A well known example of simple in
design, yet complex and efficient in application glyph, is
Star Glyph [9], [10], [11]. Star glyph consists of a number
of uniformly separated arrayed lines that correspond to the
number of data dimensions, where the lengths of each ray
encode the magnitude of the corresponding data value, with
the endpoints connected to form a polygon.

There are different kinds of glyphs with varying designs
and conceptual diversity. Also, a variety of surveys about
data glyphs and their usage have been published in the recent
years [12], [13]. Nonetheless, this section focuses mainly on
well known and most researched data glyphs – Chernoff
faces [1]. This type of glyphs encode multidimensional
data using facial features such as the length of the nose,
orientation of the eyebrows, the shape of a mouth, among
others. One particular feature of Chernoff faces, which
originated other alike glyph designs, is its resemblance with
a human face. Although this kind of glyphs perform poorly
in terms of response time, as well as the accuracy of glyph
decoding, when comparing to other existing glyphs [14], the
metaphoric projection and analogy with faces make Chernoff
faces a powerful tool for conveying complex data.

B. Metaphor

Numerous visualization methods resort to metaphors and
analogies to make complex information understandable (e.g.
Furnas [15], and Havre et al. [16]). Risch pointed out that
saying “that is like this” is to make a poorly understood
phenomenon more comprehensible by relating it to a more
familiar visuospatial one [17]. In other words, graphical
metaphor is a structural mapping from a source domain to a
target domain, which allows the representation of complex
phenomena in familiar visual terms. Rish distinguishes be-
tween analogical graphics (e.g. geographical visualization
is seen as analogical mapping, because the source and
target domains are both spatial in nature) and metaphorical
graphics. Metaphorical graphics present non-spatial, abstract
concepts in spatial terms, where both domains have different
semantics. As the author demonstrated, it is more natural for
humans to think about abstract data spatially. This is due to
our daily experience with real world. Rish focuses mainly
on the Gentner’s structural-mapping model [18], which is
similar to semantic networks, where knowledge is expressed
with nodes (objects/concepts) and links (predicates that
express propositions). Finally, the author argues, referring
to 3 studies, that the visual analogy and metaphor are key
aspects of human cognition, and play key role in everyday
communication.

A recent work of Fuchs et al. is an example of metaphori-
cal representation of abstract data that was inspired by nature
[4]. This visualization metaphor depicts multidimensional
data with glyphs inspired by environmental metaphor – a
leaf. Another example is already mentioned Chernoff faces,
which use metaphoric mapping to represent data by different
features of a cartoon face: shape of the face, size, position
and shape of nose and mouth [1]. Similarly, we intend to
implement a metaphoric mapping in our system, which takes
into account semantics of data and emoji. Moreover, our
system allows the projection of data to any object of the
target domain (e.g. car, leaf, face, house, etc.).

C. Automatic Visualization

In 1990’s and beginning of 2000’s there was increasing
interest in intelligent or “smart” graphics, usually referred
to as automatic visualization [19], [20], [21]. This approach
mostly consists of a rule-based mapping between graphical
elements and data type accompanied with additional under-
lying mathematical statistics, which are used to summarize
the data. Automatic visualization is efficient to get first
impression on the data. However, the disadvantage of this
approach is the fact that automatic visualization is just sta-
tistical projections on visualization artifacts. It is extremely
difficult to extract any insight or high-level information from
such projections.

One example of automatic visualization is AutoVis tool,
developed by Graham and Leland [22]. Given the dataset,
the system decides how to appropriately visualize it basing
solely on visualization theory and without presupposing
a predefined visualization model. The overall strategy for
selecting proper graphical elements is based on the Grammar
of Graphics introduced by Leland Wilkinson [23]. The
system uses a prioritizing mechanism to select most “inter-
esting” views to display, which is similar to Google’s Page
Rank. Finally, the visualization utilizes statistical methods to
find relationships in the given data, and represents it using
a graph model, accompanied with simple graphics (e.g. area
charts, bar charts, box-plots, etc.) that summarize computed
statistics.

Another example of automatic visualization is the work of
Mackinlay et al. [24]. The tool, called Show Me, integrates
a set of user interface commands that enable automatic
generation of tables of views for multiple fields in dataset.
Provided with the specified rows and columns the tool
automatically selects Mark Type – graphical element (e.g.
bar, line, shape, etc.) – and View Type – graphical methods
to represent data (e.g. scatter plot, bar chart, etc.). The
decision is made based on the predefined rules, which result
from – “best ways of producing charts and graphs”. Finally,
each additional command can yield a particular type of view.
Likewise, our system is intended to generate data glyphs
automatically based on the query that a user performs, or



based on the data, in particular meta-data, provided to the
system.

III. APPROACH

Glyphs are often produced using specialized programs,
which have parametrizable functions to draw geometric
shapes. Some authors propose their own programs (e.g.
Glyph Explorer for producing car glyphs [3]). In this paper,
we propose an approach for a tool which can be used to
generate ready-to-use glyphs for data visualization. In order
to achieve this, we take advantage of the emoji connection
between pictorial representation and associated semantic
knowledge. Our system uses the vector emoji images from
Twitter – which are freely available – in combination with
semantic knowledge gathered by Wijeratne [6].

Our end goal is to develop a semi-automatic system in
which three general steps occur: (i) the user introduces the
thematic; (ii) the system presents the user with possible
glyphs for the introduced thematic, their visual variables and
suggested variation ranges; (iii) the user selects the glyph
and configures the assignment of data variables to visual
variables, according to his/her preferences, and/or the data
semantics.

A. Resources Used

This work builds upon the system behind the platform
Emojinating [25] , which automatically retrieves emoji that
represent concepts previously introduced by the user. It
combines semantic network exploration with visual blending
and, not only searches for existing emoji, but also produces
novel ones. Emojinating’s system has three components: (i)
Concept Extender (uses ConceptNet to search for related
concepts to a given one), (ii) Emoji Searcher (searches for
existing emoji semantically related to a given word), and (iii)
Emoji Blender (produces new emoji using visual blending).
In the context of this project, we use the Emoji Searcher
(ES) and the Concept Extender (CE). The system integrates
data from the following online open resources:

• Twitter’s Twemoji 2.3: a dataset of emoji fully scalable
vector graphics with 2661 emoji;

• EmojiNet: a machine readable sense inventory for
emoji built through the aggregation of emoji explana-
tions from multiple sources [26]. It provides semantic
knowledge to the emoji of Twemoji dataset. The version
used has data regarding 2389 emoji;

• ConceptNet: a semantic network originated from the
project Open Mind Common Sense [27], used to obtain
concepts related to a given one.

The ES takes words as input and retrieves emoji that
are semantically related to them, using semantic data from
EmojiNet regarding emoji name, emoji definition, keywords,
associated senses and unicode. The results obtained can be
directly related to the introduced word – emoji that matches
the word – or indirectly related – emoji that matches related

words retrieved using CE. This allows the system to supply
the user with emoji that can be used as glyphs for an
introduced thematic.

B. System Architecture

The system uses the following 4-step pipeline:
1) Identifying the topic: This step consists in the iden-

tification of the topic to be searched. This user-provided
information is used to gather emoji to be glyph candidates.
Depending on the type of data, the introduced topic may be
a thematic (e.g. functioning mode a, described in subsection
III-C) or categories of the data itself (e.g. functioning modes
b and c).

2) Glyph generation: after gathering candidates to be
glyphs, these are filtered (removing inadequate ones) and the
remaining ones are prepared to be used in the visualization.
This step can be divided into the following tasks:

• Emoji deconstruction: dividing the emoji into individ-
ual shapes. This is possible due to the layered-structure
of the emoji dataset;

• Identifying visual variables: analyzing the individual
shapes and assessing their quality as visual variables.
Their quality may depend on their size and potential to
be transformed (e.g. a small shape which is very close
to another one is considered to have bad quality as, for
example, its variation in size would lead to overlapping,
and color variation would be low in salience due to its
small size);

• Removal of inadequate emoji: emoji with number of
possible visual variables lower than the number of data
variables that need to be represented are removed;

• Evaluating visual variables: analyzing possible varia-
tions and providing the user with suggestions for the
best variables to be used, based on how much variation
is possible (e.g. calculating minimum and maximum
sizes) and on effect on global glyph (salience).

3) The user configuration: the system presents the user
with glyphs, their possible visual variables and suggested
variation limits. Then user is able to configure the assign-
ment of visual variables, as well as, establish the variation
limits, with the help of the suggestions of the system;

4) Setup of the display: configuring the final view of the
visualization, i.e. how the glyphs should be organized. Two
examples of this are a grid layout or positioning according
to a given parameter (e.g. positioning glyphs in a map
according to geographic locations).

C. Functioning Modes

The system can be used in different ways, depending on
data type, more specifically on the semantics of given data.
We considered three functioning modes (see Fig. 2):

a) Glyph as single emoji: the emoji is used as a glyph
and the individual shapes, in which it can be decomposed,
are seen as visual variables. In such cases, the user obtains
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Figure 2: The three different functioning modes of the
system

possibilities of glyphs for the introduced thematic (e.g. car
thematic on the left side of Fig. 2). Similar to Chernoff
faces, in this mode the applied data variables can be both
categorical or numerical;

b) Glyph as set of emoji: the user does not introduce a
single thematic but several categories. Emoji are retrieved for
each category and they are used as a set. One example of is a
weather map, in which each type of weather is represented
by a different icon (e.g. sunny, rainy, etc.). This mode is
intended to be related with categorical data;

c) Glyph as combination of emoji parts: similar to mode
b but with the difference that the emoji for each category
are merged into a single glyph, and the visual variables are
not used in a continuous way, but as combinatory. In such
cases, there is a high amount of shared features among the
emoji for each category. The parts that change are identified
and separated (e.g. in Fig. 2 for the happy category only the
mouth is different from all the other emoji).

In all three modes, the user introduces a topic and receives
emoji which represent it. These emoji are then transformed
(mode a), used by replacement (mode b) or combined (mode
c). The modes are related to the type of data: mode a will
be used for the continuous data, whereas for situations in
which there is only categorical data modes b or c will most
likely be preferred. In mode a categorical visual variables
may consist, for example, in color variation (e.g. the color
of a car glyph).

IV. DISCUSSION

This section provides critical discussion of the possible
outcomes of our system. The analysis is divided into differ-
ent sections: (i) comparison with existing glyph types (faces,
cars and flowers), (ii) results for dataset thematics used by
other authors, and (iii) open issues.

In order to analyze the potential of our approach in terms
of usefulness in information visualization, we compared it
with current glyph techniques. To do this, we conducted
a bibliographic research which used the systematic review
on glyphs by Fuchs [12] as a start point (later extended
to other papers). We focused our search on iconic glyphs
and collected a total of 40 research papers. These were
analyzed and 13 were discarded as we considered that the

glyph used was too abstract. For the final selection we
collected the following information: type of glyph(s) used
(e.g. car), number of total glyph visual variables, number
of visual variables used, thematic of the dataset used and
data variables represented. In this paper, we chose to only
present some examples due to lack of space and also due to
content overlap in some of the collected papers.

In current approaches, glyphs are either used of-the-shelf
or custom made for the visualization at hand. In comparison,
our system provides a multipurpose way of generating
glyphs, without previously defined thematics.

On a general level, this approach allows the user to
get emoji that represent the introduced topic. The system
provides several emoji options to the user which, due to their
layered-structure, are easy to prepare for a visualization task.
The end version of the system is considered semi-automatic
as the user is responsible for configuring the visualization.

The approach described in this paper is already partly
implemented. Currently, the system retrieves emoji for intro-
duced words (step 1 and part of step 2). As such, the glyphs
presented in these paper were automatically gathered using
the system.

A. Comparison with existing glyphs

The first analysis that we consider important to be per-
formed has to do with the generation of glyph types that
have been often used in information visualization. In our
bibliographic research focused on iconic glyphs, we were
able to identify three glyph types which we considered as
benchmarks: face, car and flower. We used our system to
obtain emoji that were similar to these glyph types and
compared them (see Fig. 3).

The analysis of the glyphs produced by our system was
focused on overall visual representation, the number of
visual variables, and easiness of variation. The number of
possible visual variables is more or less easy to calculate by
decomposing the emoji into its individual shapes. Despite
that, in some cases, the shape can be partially hidden or
too small to apply transformations in a perceptible way and
without influencing other shapes. Each shape can vary in
terms of location, size, orientation, colour (hue,value and
saturation), texture, among others. Obviously some shapes
may be more suitable for some of the transformations –
e.g. a color or texture variation in a very small shape will
mostly likely have a very reduced effect on the perception
of change. We estimated the number of visual variables for
each of the glyphs obtained. The comparison with existing
glyphs addressed two topics: visual appearance of the glyph
and number of visual variables.

1) Faces: There are different versions of the face glyph,
which vary in terms of number of visual variables (from
4 [30] to 32 [28]) and in terms of realism. Our system
is able to produce different candidates to be used as face
glyph, which visual differ among each other (e.g. not all



(17): hair shadow, hair width, hair height, eyes 
orientation, eyes size, eyes v. pos, eyes separation, 
nose size, nose orientation, nose v. pos, mouth size, 
mouth orientation, mouth v. pos, head width, head height, 
hair colour and skin colour. The eyes can be used 
independently.

(10): car width, car height, angle, hood, trunk, roof, 
wheel size, slant, windows size and rim size. Wheels, 
windows and rims can be used independently.

(4): stem size, number of petals, number of leafs and 
rotation of the flower.
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glyph type existingglyphs deconstruction examples list of visual variables

Figure 3: Examples of glyphs obtained with our system, their deconstruction, usage examples, list of possible visual variables
and comparison with glyphs used by other authors (face [28], car [3] and flower [29]).

have hair or the inner shape of the eye). We are able to
produce a face glyph with 17 visual variables. Despite this
value being very distant from the one from Flury-Riedwyl
face glyph (32 [28]), in the majority of the analyzed papers
which employ face glyphs less than 15 visual variables were
necessary to represent the data.

2) Cars: Concerning the car glyph, we are able to pro-
duce emoji with as many visual variables (10) as the ones
from existing car glyphs [3]. We are also able to present the
user with different versions (i.e. different types of car) which
have higher number of visual variables. When comparing the
appearance of our versions with the one from Siirtola [3],
ours can be considered more realistic.

3) Flowers: Two versions different of flower glyph cur-
rently exist: one with stem [31], [29] (3-4 visual variables)
and one with just a flower shape [2] (3 visual variables).
Both implementations use functions which automatically
produce any number of petals. As our approach uses emoji
previously drawn, such visual variation would require a
custom implementation. Despite that, we are able to match
the number of visual variables of existing flower glyphs.

Overall, we are able to obtain similar number of visual
variables to the ones from existing glyphs and we consider
our versions more visually appealing, although further stud-
ies have to be made. Moreover, whereas implementation us-
ing functions allows greater flexibility, our approach allows
higher variability of glyphs.

B. Thematic representation
In our bibliographic research we collected the thematics

of all the datasets represented by the analyzed papers (see
Fig.4) and used our system to produce glyph candidates
for them. This allowed us to assess the performance of the
system in suggesting data-related glyph candidates.

The majority of the analyzed papers used unrelated or
metaphoric glyphs to represent the data (e.g. representing
fires with a leaf [4]). With our system we were able to obtain
data-related candidates for all the thematics, ranging from
literal (e.g. a fire icon to represent fires) to metaphoric (e.g.
a magnifying glass to represent Google search results).

The system is able to generate several possible glyphs for
the same thematic. For example, for the thematic fire, we

obtained 4 different candidates – going from literal (flame) to
metaphorical (fire truck) – with different number of possible
visual variables.

C. Overall Analysis and Open Issues

The glyph candidates obtained with the system are very
different visually and in terms of structure (e.g. face has
specific locations for the eyes, mouth and nose; a flower has
a different behavior related to the positioning of petals). This
leads to some issues that require further analysis.

1) Transformation: This structure difference affects the
way transformations are applied. As already mentioned,
whereas current glyph techniques use functions in glyph
construction, we use previously designed emoji and the
transformations are mainly done using distortion of existing
shapes. As such, simple transformations like scaling and
translation are easy to apply but complex transformations
like duplication of shapes (e.g. flower petals) require custom
implementation.

In addition, some shapes may be more suitable for some
of the transformations than others. These aspects should
ideally be analyzed for each glyph candidate and should
be taken into account in order to define transformation rules
to automatically suggest variation types and ranges.

2) Variation limits: our goal is to make the system auto-
matically assess and suggest suitable ranges for each visual
variable. To estimate these limits it is needed to calculate
when shapes touch and overlap each other, following an
approach similar to the one used in Cunha et al. [32].

3) Salience and Complexity: Some glyph characteristics
will be difficult to assess due to the high variety of results.
One example is the salience difference among visual vari-
ables of a glyph (some elements are more important than
others in perception [38]). Another issue has to do with the
complexity degree: some glyphs are very simple and others
are much more complex (e.g. in Fig. 4 fire is simple and
education is complex). This makes it necessary to further
study the impact of glyph complexity on perception and
interpretation and maybe limit the system to simpler emoji.
The analysis of these characteristics would be impossible
to do for every glyph and, as such, different approaches
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Figure 4: Glyphs obtained for dataset thematics used by
other authors ([4], [2], [30], [33], [34], [35], [29], [36], [37],
[28]).

should be followed (e.g. assessing salience using pixel-based
difference calculation and limit the system to simpler emoji
to avoid complexity).

Despite these open issues, in our opinion the major
advantage of our approach is the automatic proposal of data-
related glyphs, which we believe our system achieves. It is
also important to mention that the emoji dataset can be easily
changed, leading to different glyphs.

V. CONCLUSION

In this paper, we propose an approach for automatically
generate data-related glyphs. Our system uses Twitter’s
Twemoji, which is suitable for data visualization due to the
high conceptual coverage of Emoji system and its layered-
structure image format. We assess the performance of our
system by comparing generated glyphs with existing ones
and its usefulness in representing datasets used by other au-
thors. Future work includes: (i) implementing the remaining
system components and (ii) testing it in real applications.
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