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Abstract— Breast Cancer is the most common type of cancer
in women worldwide. In spite of this fact, there are insufficient
studies that, using data mining techniques, are capable of help-
ing medical doctors in their daily practice.

This paper presents a comparative study of three ensemble
methods (TreeBagger, LPBoost and Subspace) using a clinical
dataset with 25% missing values to predict the overall survival
of women with breast cancer. To complete the absent values, the
k-nearest neighbor (k-NN) algorithm was used with four dis-
tinct neighbor values, trying to determine the best one for this
particular scenario. Tests were performed for each of the three
ensemble methods and each k-NN configuration, and their per-
formance compared using a Friedman test. Despite the com-
plexity of this challenge, the produced results are promising and
the best algorithm configuration (TreeBagger using 3 neighbors)
presents a prediction accuracy of 73%.
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I. INTRODUCTION

Nowadays, cancer is one of the leading causes of death
worldwide. According to Siegel [1], more than 1 million new
cancer cases will be diagnosed and more than 580 thousand
cancer deaths will occur in 2013 in the United States alone.
Breast cancer is the most common cancer in women, and ac-
counts for 29% of all cancer cases.

In the literature, some prognostic factors were described
that influenced clinic decision. Patients with large tumors, not
well differentiated, with no expression of hormonal recep-
tors are expected to have worse prognosis and were treated
more aggressively. These tumors are particularly prevalent in
young patients (women less than 35 years old) and in spite of
many developments in this area, this group is still a special
one [2]. The research mark in the past two decades was the
discovery of HER2, which showed that patients’ treatment
must be supported by a molecular understanding of breast tu-
mors. This new marker was only detected in almost 20% of
the cases but predicts a bad survival. The work of Slamon
et al. [3] was the paradigm of this, demonstrating a survival

benefit of HER2 blockage (with a drug called trastuzumab)
associated with a classical chemotherapy regimen. Despite
the early enthusiasm with this discovery, there have been few
new prognostic markers in breast cancer after that. The gene
signatures, as Mamaprint [4] [5], try to identify patients at
high risk of distant recurrence following surgery, based on
the analysis of many genes; however, the majority of these
gene signatures is not validated for clinical practice nor cost-
effective [6], and clinicians still decide based on a set of vari-
ables (patient- and tumor-dependent). Over the last 30 years,
more than 3 million studies regarding cancer were conducted
(values obtained using the ISI web of knowledge). However,
in 2007, and according to Cruz and Wishart [7], less than
120 articles were related to cancer prediction/prognosis us-
ing soft-computing techniques. In this work, a survival model
is presented based on 15 variables that are available in clini-
cal practice. The challenge of this research is to understand if
ensemble methods and k-NN algorithm can be used to create
accurate predictors, in an oncological center using 847 pa-
tient files where 25% of the values are missing. The percent-
age of missing values found in the patient files reflects the
reality of an oncological center that still uses physical patient
files and constitutes by itself a good research challenge. The
results are based in three different ensemble methods with
different strategies in the classification process, and not only
they show to be promising, but also open new perspectives
for future works in the area.

The remainder of this paper is organized as follows: Sec-
tion II presents a brief review of the literature, while section
IIT outlines the methodological steps used in this project and
section IV presents the collected results. Finally, in section
V, the conclusions and some proposals for further studies are
presented.

II. LITERATURE REVIEW

Over the years many studies have been developed in the
area of cancer. Following the classification proposed by Cruz
and Wishart [7], the cancer research area can be divided into



cancer prediction and prognosis or cancer detection and di-
agnosis. As the work presented in this article is based on data
collected from an oncological center, the second research
area (cancer detection and diagnosis) will not be subject to
analysis. In the area of cancer prediction and prognosis, many
studies appeared over the last two decades. In spite of the fact
that these studies are difficult to compare, mainly because
they present different characteristics, such as number of cases
to be examined or type of abnormalities, among others, we
decided to divide the studies into classification of the tumor
based in different types of clinical techniques (X-ray [8], mi-
croarray techniques [9]) or prediction, including cancer risk
or susceptibility [10], cancer survivability [11] and cancer
recurrence [12]. Having the main goal of this project in mind,
in the breast cancer area there are still few works that used
data mining techniques to predict patient survival [13]. In
this work, the authors presented a comparison study that tried
to predict patient survival using more than 200 thousand files
and three different algorithms: Naive Bayes, Artifical Neural
Networks and C4.5. However, this work presented some im-
portant drawbacks: authors eliminated incomplete data from
the database, which substantially decreased the size of the
original database; patient files included patients from differ-
ent countries and some have more that 40 years, which means
that many of the 16 variables used would already be outdated.
At the end of the process, none of the algorithms proved to be
better than the other. Similar issues are presented in the work
presented by Endo et al. [14]. In this work, authors used the
same database (provided by SEER - Surveillance Epidemiol-
ogy and End Results ') and performed a comparison between
Naive Bayes, Decision Trees (ID3 and J48) and a combina-
tion between Naive Bayes and Decision Trees. Also, the au-
thors used only 10 variables in order to characterize the pa-
tient (most of then not clinical) and the range of the accuracy
results revolves around 80%, which is far from ideal given
that they eliminated noise from data at the beginning of the
process. Finally, and following the same research line, Wang
et al. [15] proposed a new method to predict breast cancer
patients’ survival using the SEER dataset. Doing a compari-
son with the other two analyzed studies, Wang improved the
results to 90% of accuracy, but with the other detected issues
still remaining.

In conclusion, and in spite the fact that some research stud-
ies addressed the problem of predicting breast cancer patient
survival, none of the studies used only data from one oncol-
ogy center and updated patient data; none of the studies used
exclusively clinical variables; and none of the studies used
incomplete data and ensemble methods in the prediction pro-
cess, which constitutes the main contributions of this project.
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III. METHODOLOGY

The goal of this work is to predict the overall survival of
women with breast cancer having as a base a dataset com-
posed by more than 840 patient files. Generically, the goal is
to identify which is the ensemble method that presents better
performance classifying a breast cancer dataset with incom-
plete data. Having this goal in mind, 5 steps were defined
(Figure 1):

1. Data Collection: The data was collected by a team com-
posed by 4 medical doctors that collected information
from 847 patient files with breast cancer over 2 months
from the same oncological center. Also, it is important
to state that two other medical doctors performed a cross
validation in the collected data in order to minimize the
error in this process. Each patient was characterized by
15 variables, including age, tumor site and topography,
contralateral breast involvement, tumor stage (according
to [16]), variables included in TNM classification (T: tu-
mor size, N: nodes involved, M: metastasis), histological
type, degree of differentiation, expression of hormonal
receptors, expression of HER?2 and type of treatment (in-
cluding type of surgery, chemotherapy regimen, type of
hormonotherapy, if applied).

2. Database Creation: After selecting and processing the
patient files, a dataset was created to store patient data.
Also in this step, a team of two medical doctors per-
formed the cross validation in the stored data.

3. Elimination of Missing Data: As often happens in clin-
ical environments, some processes did not contain all pa-
tient information. This can be a result of many factors
as explained in [17]. Analyzing more deeply the dataset
produced in the previous step, we observe that 25% of
the data was missing. To solve this problem, many strate-
gies can be used, e.g omitting the instances with missing
values, which is far from ideal, or using an algorithm in
order to complete such data. In this project, the k-NN al-
gorithm with four distinct values for neighbor (3, 5, 10
and 20) was used to complete the missing data by de-



tecting similarity between data. The choice of the algo-
rithm is based in its implementation simplicity [18] and
its good performance in such contexts [17]. At the end
of this process, the neighbor value that minimizes classi-
fier error will be detected. Finally, it is important to state
that by the end of this step the dataset was split into two
groups: the first group, composed by 240 randomly se-
lected patients, will be used as new instances in the clas-
sification process; the second group (the remaining 607
patients) will be used in the next step (model training).

4. Model Training: To construct a classifier model, three
ensemble methods were tested. Over the last decade, en-
semble methods have proven themselves to be very effec-
tive and extremely versatile in a broad spectrum of prob-
lem domains and real-world applications [19]. For this
project, three distinct methods from distinct data mining
families were used: TreeBagger, LPBoost and Subspace.

5. Data Classification: After the construction of the ensem-
ble models, the dataset with 240 patients (produced at the
end of step 3) was used to analyze the classification per-
formance of each ensemble method.

I'V. EXPERIMENTAL RESULTS

To produce the experimental setup of this work, the dataset
produced in step 5 (explained in the previous section) was
used. Due to the high percentage of missing data, the k-NN
algorithm was used with four distinct values (3, 5, 10 and 20)
for k, which produces not one but four distinct datasets to
test. As 3 ensemble methods were used, that resulted in 12
distinct comparisons. To compare the 3 ensemble methods,
the Friedman rank test was used. The averages of the results
of each of the four configurations per algorithm were com-
pared. The 240 patients in each of the four produced datasets
were divided into 12 distinct groups (each group containing
20 randomly selected patients). The obtained ranks are shown
in Table 1, where ’Number of NN’ means number of nearest
neighbors used and the number of the ranks varies between
1 (highest accuracy) and 12 (lowest one). Finally, in the case
of a draw, average ranks are assigned [20]. Following the
work presented by Demsar [20], and as N > 10 (number of
split groups — 12) and k > 5 (number of classifiers used — 12)
the proposed F value was calculated (7.34) and compared to
the F distribution F(0.05) = 2.69. As a consequence, the null
hypothesis of equivalence between the twelve predictors is
rejected. Comparing the twelve configurations (four for each
ensemble) for a 5% significance level using the Nemenyi test
[20], it was possible to obtain CD = 4.810366. The CD is the
critical value for the difference of mean ranks between the
twelve predictors. It was proved that TreeBagger (NN-3) and

LPBoost (NN-20) performed better than TreeBagger (NN-5)
and Subspace (NN-5 and 10). Also, Subspace (NN-20) pre-
sented better performance comparing to TreeBagger (NN-5)
and Subspace (NN-10). Finally, TreeBagger (NN-20) pre-
sented better performance than Subspace (NN-10).

Regarding to the classification performance and attending
exclusively to the two algorithms that presented the highest
mean in the Friedman Table (Table 1), TreeBagger (NN-3)
presented 73% and LPBoost (NN-20) presented 70% of me-
dian concerning to hit rate in classification process, which
constitutes a good and promising result, attending to the high
percentage of missing data (25% of the values). Albeit pre-
vious results [14] [15] attained higher accuracy ratings, in
these previous studies entries with missing values were elim-
inated, which obviously leads to better performance. How-
ever, it is important to stress that in the real world most of the
patient files will be incomplete and therefore those studies
do not reflect what can actually be achieved in practice, but
rather what can be achieved in an idealistic scenario. This
study reflects what can be achieved in the real world and
presents a valid solution for overcoming the problem of miss-
ing data.

V. CONCLUSIONS AND FUTURE WORK

In this research work, an overall survival prediction ap-
proach for the most common cancer pathology in women
(breast cancer) was presented. Based on 847 patients files
collected at the same oncological center, the performance of
three ensemble methods was compared. The results showed
that, even with a high percentage of missing values (around
25%), it is possible to obtain good results in the prediction of
overall survival.

Further developments in this research project shall focus
in several distinct areas: increase the number of patients or
expand the study to predict the disease free survival. The first
identified direction will have huge similarity with the pre-
sented project concerning to the collection of the data and it
will be very interesting if the new study focuses exclusively
in a group of patients, e.g. younger ones rather than englobing
patients with a wide range of ages, allowing the identification
of features that most influence survival in those groups. The
second future direction consists in expanding this study to
predict the disease free survival. Nowadays, and fortunately
in some cases, the survival of a cancer patient is very good;
however, some tumors recur over time. Because of that, it is
important to know what the disease free survival of a patient
would be. At the end of this study, a new study can emerge
in the area of optimization problems. Combining overall sur-
vival and the free survival, the goal is to find the treatment



Table 1: Ranks of the Friedman test for the three ensemble method and k-NN configuration (Number of NN) for each of the 12 groups of patients. The last
column presents the mean ranking accross the 12 groups

Groups

Ensemble Method Number of NN 1 2 3 4
3 25 1 3 55

5 2 12 115 12
TreeBagger 10 25 55 1 105
20 55 4 3 25

3 25 55 6 85

5 75 25 6 55

LPBoost 10 75 11 9 1
20 25 25 3 25

3 9 8 6 7

Subspace 5 11 10 10 85
10 10 9 115 105

20 55 7 8 4

5 6 7 8 9 10 11 12 MEAN
1.5 65 55 3 2 55 1 35 3375
105 45 75 115 8 25 11 11 9.500
105 1 12 10 2 25 5 12 6.208
55 12 1 2 45 55 11 35 5
1.5 65 9 45 45 9 65 10 6.167
9 9.5 10 8 8 9 11 6 7.667
4 8 3 7 2 55 2 8 5.667
7 3 2 6 6 55 35 5 4.042
55 45 75 45 11 9 65 15 6.667
8 95 55 9 8 11 8 8 8.875
12 11 11 115 12 12 9 8 10.625
3 2 4 1 10 1 35 15 4208

that optimizes both previously defined target functions, sup-
porting the clinician in his treatment decision.
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